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ABSTRACT
Models are key artifacts in model driven software engineering, sim-
ilar to source code in traditional software engineering. Integrated
development environments help users while writing source code,
e.g. with typed auto completions, quick fixes, or automatic refac-
torings. Similar integrated features are rare for modeling IDEs. The
above source code IDE features can be seen as a recommender
system.

A recommender system for model driven software engineer-
ing can combine data from different sources in order to infer a
list of relevant and actionable model changes in real time. These
recommendations can speed up working on models by automat-
ing repetitive tasks and preventing errors when the changes are
atypical for the changed models.

Recommendations can be based on common model transforma-
tions that are taken from the literature or learned from models in
version control systems. Further information can be taken from
instance- to meta-model relationships, modeling related artifacts
(e.g. correctness constraints), and versions histories of models under
version control.

We created a prototype recommender that analyses the change
history of a single model. We computed its accuracy via cross-
validation and found that it was between 0.43 and 0.82 for models
from an open source project.

In order to have a bigger data set for the evaluation and the
learning of model transformation, we also mined repositories from
Eclipse projects for Ecore meta models and their versions. We found
4374 meta models with 17249 versions. 244 of these meta models
were changed at least ten times and are candidates for learning
common model transformations.

We plan to evaluate our recommender system in two ways: (1)
In off-line evaluations with data sets of models from the literature,
created by us, or taken from industry partners. (2) In on-line user
studies with participants from academia and industry, performed
as case studies and controlled experiments.
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1 INTRODUCTION
Models are key artifacts in model driven software engineering.
They offer a higher level of abstraction than source code, speed
up development through the generation of code from them, and
simplify the development of domain specific languages [3].

There are many tools that help software engineers during the
development of models, but most of these are analysis tools that
are used after changing models. An example is the recommender
for conflict resolution in merging models from Brosch et al. [4].

A recommender system uses data about previous actions or
expert knowledge to generate lists of possible future user actions
based on current user actions [15]. Recommender systems are often
used to propose music, films, or products to users based on their
previous behavior.

Simple recommender systems for source code are available in
almost every development environment, e.g. simple auto comple-
tions of names, templates for method stubs or loops, and refactoring
tools that automate common operations.

We present a vision for a recommender system that can be used
during modeling, that supports users by speeding up their work
and notifying them about possible errors.

In our vision, when a user changes a model, the recommender
system will show a list of further model changes based on the cur-
rent ones. These lists of model changes can be based on three data
sources:
(1) past changes to the currently changed model as recorded in a
version control system [11].
(2) additional user defined meta data or artifacts, i.e. documenta-
tion, explicit traces between model elements [6], and consistency
constraints (e.g. OCL) [21]
(3) common changes to models of a similar type that can be gath-
ered from literature [2] or mined via machine learning [20] from
data sets of models under version control.

Models are muchmore abstract than source code, but there is still
repetition during modeling that can be automated. In the following,
we present possible use cases:
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• In a class diagram, most classes will have a super class or other
associated classes. When a user adds a new class, a recom-
mender system can give the user a hint to click on another
class. If the user accepts the hint, a new reference link to the
clicked class can be inserted automatically. The type of the
reference (composition, inheritance, etc.) can be based on the
most common type of reference in the diagram.

• Some projects require that every element in a certain model
has a documentation attribute. A recommender can infer this
requirement automatically from this model and highlight ele-
ments that do not yet have such an attribute.

• A user may start refactoring a model manually, for example
by moving all common attributes in a set of subclasses into
their parent class [1]. A recommender can then check if the
manual changes match an expert defined model transforma-
tion and automatically recommend the remaining steps of the
refactoring.

• The classes in a class diagram can also appear in a sequence
diagram. If a class is renamed or if its methods change, then
the sequence diagram might need to be updated so that the
two models remain consistent with each other. A recommender
system that is integrated into an IDE can use inter-model traces
between related elements to notify users of such possible in-
consistencies [6].

From the above, we infer four aims for our recommender system:
Aim1:Recommendations are relevant to the currently editedmodel
and actionable for the software engineer.
Aim 2: The recommender has information about the model’s his-
tory and other related models in order to make recommendations
based on past changes and related elements in other models.
Aim 3: The recommender will be be evaluated off-line with data
sets and on-line in case studies and controlled experiments.
Aim 4: The user interface is good enough so that users don’t get
frustrated by usability problems and stop using the recommender.

We give an overview of related work in Section 2. Section 3
presents our approach for developing the recommender system.
This section also describes our results achieved so far and outlines
our plan for evaluation. Section 4 contains a short summary of this
paper.

2 RELATEDWORK
Ricci et al. [15] describe fundamental recommender techniques
(Aim 1), evaluation techniques (Aim 3), and usability issues (Aim
4). They also discuss how user generated content can be incorpo-
rated into recommender systems, which is relevant to our approach
of learning recommendations from how users change models.

Robillard et al. [16] focus on recommender systems for software
engineering. For these they identify the challenge of automatically
interpreting technical data stored in software repositories (Aim 2).

For Aim 1 we need to generate and rank recommendations:
Sen et al. [18] present a system that completes an instance model

so that it becomes valid to its meta model. While their system does
not take the instance model’s history or related models into account,
it could be used for generating recommendations for incomplete
models. (They also implemented a user interface for their system,
which is relevant for Aim 4.)

Bruch et al. [5] developed and evaluated several techniques to
improve the auto completion for source code in Eclipse. They rank
auto completions by counting how often they match code frag-
ments from the software engineers source code repository. Their
techniques can also be applied to ranking recommendations for
models.

For Aim 2 we need to analyze and represent the changes to
models over time:

Herrmannsdörfer et al. [7, 8] have analyzed Ecore meta mod-
els [19] from the Eclipse Graphical Modeling Framework1. They
inferred a set of atmoic change operations that can be combined to
describe all changes to these models. Langer et al. [13] developed
this idea further by identifying complex change operations that
consist of the atmoic change operations. These complex change
operations can be used to describe changes to a model on a more
abstract level in our recommender.

Kehrer et al. [10] developed the tool SiLift. This tool automati-
cally generates consistency-preserving model transformations that
describe the difference between two versions of the same model.
These models can be instance or meta models, as long as they are
based on EMF and their meta models are available. The transfor-
mations are made up of the above atomic and complex change
operations, represented as Henshin [1] rule applications. We use
this tool in our work to analyze changes between model version.

The second part of Aim 2 encompasses the analysis of inter
model relations:

Getir et al. [6] proposed a framework for model co-evolution,
where users generate traces between related elements in different
models. This approach requires additional information from the
software engineer. When this data is available, it can be used to
improve recommendations.

Ricci et al. [15] give two main approaches for evaluating recom-
mender systems that are relevant for Aim 3:
(1) In an off-line evaluation, an appropriate data set is split into
a training and evaluation set and used for generating recommen-
dations and validating these. But this is not sufficient on its own,
because no human subjects are involved.
(2) An on-line evaluation can be done as a controlled experiment
(Wohlin et al. [22]) or as a case study (Runeson et al. [17]). Both
approaches require human subjects.

Because there are few recommender systems for modeling, we
looked at usability studies for other types of recommender systems
in order to achieve our Aim 4:

Zins et al. [23] evaluated a travel recommendation system using
a combination of objective and subjective metrics. They found that
there are three factors for user satisfaction: ease-of-use/learnability,
effectiveness/outcome, and reliability. These factors are also rele-
vant for a software development related recommender system.

3 PROPOSED APPROACH
In order to implement our proposed recommender and achieve the
aims, we propose the following approach.

Figure 1 shows an outline of the artifacts required to develop
our recommender system. The plan consists of four phases: data
gathering, analysis (Aim 1 and 2), evaluation (Aim 3 and 4), and

1https://www.eclipse.org/modeling/gmp/
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Figure 1: Required artifacts for finishing the recommender. Sorted by project phase and estimated finishing time. Dependen-
cies are depicted as arrows.

synthesis. Some of these phases will be worked on in parallel. The
artifacts are ordered according to their dependencies. Along the
x-axis is a rough time plan indicating when the artifacts will be
done, or which artifacts (A[1-12]) have already been finished.

Data gathering: Recommendations cannot be made in a vac-
uum. Additional context information about a modified model needs
to be gathered in order to make relevant recommendations. We see
two main approaches here:
(1) Similar models and their change histories can be analyzed for
common changes and refactorings. These can be precomputed and
integrated into the recommender.
(2) The history or meta information of the model that is currently
worked on can be analyzed to generate specialized recommenda-
tions for this exact model. This needs to be computed on the user
side.

In respect to point (1) above, we mined open source git reposito-
ries hosted on Eclipse projects for Ecore meta models [12] (A1). We
found 4374 Ecore meta models with 17249 versions from Eclipse
projects. 244 of these meta models were changed at least ten times.
These changes were distributed over the whole lifetimes of the
models and give insights into how meta models are changed by
users.

We plan to use this data set to learn common model transforma-
tions for Ecore meta models [9, 20] and to use it for off-line evalua-
tions of our recommender system. Common model transformations
can be used as blueprints for recommendations by matching them
to changes made by a user. When a common transformation be-
comes a good enough match for a sequence of user changes, the
remaining changes in the transformation can be recommended to
the user. This is similar to a live application of model repair [21].
Note that we will also have to investigate what good enough means.

The Ecore meta model data set can also be used as a starting
point for identifying instances of these meta models in Eclipse
projects (A2). These instance models will enable us to learn addi-
tional common model transformations for other types of models,
increasing the generality of our recommender.

Our work is part of a joint project that uses a common demon-
strator called the Pick-and-Place-Unit [14] (PPU). The PPU is a
bench-scale manufacturing system that is used as an open case

study for studying evolution of automation systems. We plan to
create further models based on the PPU in a case study of our own
in order to further evaluate our recommender system (A3).

For our final data set we plan to use our contacts to industry to
get access to models and practitioners from an industrial setting
(A4) in order to further evaluate our recommender system.

Analysis: The quality of recommendations depends in part on
the availability of information about how certain types of models
are changed, or how they evolve.

Based on our data sets of models and their meta data (from A1
andA2) we plan to applymachine learning techniques and heuristic
search algorithms similar to [20] in order to learn common model
transformations (A6). For this, we currently evaluate an approach
where model transformations are represented as sets of atmoic
change operations[10] and we use a genetic algorithm to find model
transformations that appear often in the data set from A1.

Another possible approach is applying association rule learning
or random decision forests to our data set of model versions A1.
The resulting rules or decision trees can then be used to generate
recommendations.

Note that the above approaches will not necessarily generalize
between different types of models.

To get a better insight into howmodels and their related artifacts
(generated code, OCL constraints, instances of meta models, etc.)
evolve over time we will also perform further studies of the artifacts
contained in the repositories identified in A1. We will use this
result to decide which artifacts are most helpful for generating and
improving recommendations (A7).

Evaluation: We have created a prototype recommender [11]
(A5) that represents recommendations as Henshin rule applica-
tions [1]. This recommender computes the atmoic change opera-
tions between all consecutive versions of a model including the
most recent change by a user. It then searches for matches of the
user change in the historic changes. If there is a match, it is extended
by related atmoic change operations from the historic changes. Here
model transformations are related if they simultaneously modified
the same elements in themodel. For every relatedmodel transforma-
tion, one recommendation is generated. Finally, the recommender
aggregates all recommendations to a single one by computing the
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atmoic change operations that are common to all generated recom-
mendations.

We evaluated this prototype with a data set from Hermannsdör-
fer et al. [7, 8]. Our main results were that recommendations can
be generated based on a model’s change history with a precision
between 0.43 and 0.82, but further work is required in order to
rank the recommendations based on relevance and to aggregate
many similar recommendations into a single actionable one. Note
that the above precision values are from a simple prototype and
that we expect to further improve them by adding more complex
techniques.

Another result was that it is possible to reuse historical changes
as recommendations by adapting them to the current changes made
by a user. Although such an adaptation cannot always be done
automatically and some user input is required.

For example, our recommender infers for our test data set that
most of the time when a new node is added to an Ecore meta model
it should also have a reference to a super class. However it is difficult
in the general case to determine to which class this reference should
point.

There are techniques for source code recommenders that im-
prove the relevance of their recommendations, e.g. [5].We plan to
adapt these in order to rank and aggregate model recommendations.
Furthermore, we can combine them with our results from A6 and
A7, leading to an improved version of our prototype recommender
system (A8).

This new recommender system will be evaluated with data from
our research partners (A3) and from industry contacts (A4). We
will then publish the results in order to gain further feedback (A9).

We plan to integrate our recommender system into a common
modeling IDE like Eclipse (A10), in order to evaluate it with users
in a case study (A11).

Synthesis:Our final step will be to integrate the results from the
evaluation (A9 and A11) and to further develop the recommender
system (A8) and its user interface (A10) into a final version (A11).

4 SUMMARY
We have presented a vision for a recommender system for model
driven software development. The recommender system combines
state of the art approaches frommodel driven software development
(e.g. model repair, model refactorings, learning of model transfor-
mations) with approaches from source code recommender systems
(e.g. type based auto completions, refactorings, quick fixes). It can
be used to speed up modeling by automating repetitive tasks and
to ensure correctness by warning users when they violate consis-
tency constraints (both intra- and inter-model) or when they make
atypical changes to a model.

In order to develop and evaluate the recommender, high quality
data sets of models, their evolutions, and their related artifacts will
be created and made available to other researchers. Common model
transformations and evolution patterns will be learned from these
data sets and will also be made available.
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