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ABSTRACT
Ensuring safety-critical software safety requires strict verifi-
cation of the conformance between safety requirements and
programs. Formal verification techniques, such as model
checking and theorem proving, can be used to partially re-
alize this objective. DO-178C, a standard for airborne sys-
tems, allows formal verification techniques to replace certain
forms of testing. My research is concerned with applying
model checking to verify the conformance between safety
requirements and programs. First, a formal language for
specifying software safety requirements which are relevant to
event sequences is introduced. Second, the traceability infor-
mation models between formalized safety requirements and
programs are built. Third, the checking of a program against
a safety requirement is decomposed into smaller model check-
ing problems by utilizing traceability information model be-
tween them.

Categories and Subject Descriptors
D.2.4 [Software Engineering]: Software/Program Veri-
fication—Model checking ; D.2.1 [Software Engineering]:
Requirements/Specifications—Languages

General Terms
Verification,Languages,Reliability

Keywords
Safety-critical software, safety requirements, model checking,
traceability, event automata

1. RESEARCH PROBLEM
Safety-critical software is typically subject to strict safety

verification process. Since an occurrence of an error in such
software may lead to unacceptable results, such as death,
injury, loss of property, or environmental harm. The de-
velopment of safety-critical software must be in compliance
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with applicable safety standards [22] , e.g., IEC 61508 [8]
for various kinds of programmable devices, DO-178B [12]
for airborne systems, and ISO 26262 [9] for the automotive
industry.

Formal methods are powerful techniques to verify pro-
grams, and they are gaining wide industrial acceptance. DO-
178C [13], the new standard for airborne systems, includes
a supplement on formal methods compared with DO-178B.
Model checking, which is largely automatic when compared
with other formal techniques (e.g. theorem proving), can be
applied to verify programs against safety requirements.

However, there are some hard problems in applying model
checking to safety requirement verification.

(1) Software safety requirements are usually derived from
system-level safety analysis, e.g., Failure Mode and Effect
Analysis (FMEA) [11] and Fault Tree Analysis (FTA) [7].
These requirements are expressed in natural language or
semi-formal language statements and coarse-grained. So a
method for decomposing safety requirements should be pro-
vided so that they can be traced into programs. For example,
a safety requirement from [22] is “avoidance of falling metal
blanks”. It is hard to identify which elements of a program
contribute to this requirement, since it is too coarse-grained.
The requirement can be decomposed as ”(a) the feed belt con-
veys a blank to a table (b) if the table is in load position”.
The decomposed requirement consists of an action (a) and
a state (b) which are sufficient to be traced in programs.

In addition, in order to verify safety requirements with
model checking, the requirements must be converted into
formal specifications. So a formal language which can ex-
press decomposed software safety requirements should be
provided, and the translation from safety requirements into
formal specifications should also be discussed.

(2) There is a gap between safety requirements and pro-
grams. Traceability between safety requirements and pro-
grams can bridge this gap, and traceability is a prerequisite
of model checking safety requirements. Traceability can be
seen as a relation between the elements in safety require-
ments and the elements in programs. There are two prob-
lems should be considered: (1) the representation of trace-
ability information (or traceability information model) and
(2) the method for building accurate and complete traceabil-
ity between safety requirements and programs.

(3) Safety requirements are usually not expressed in con-
ventional model checking specifications such as assertions
and Linear-time Temporal Logic (LTL). So model checking
techniques cannot be used directly, and safety requirement
verification must be decomposed into problems which can be
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solved by existing model checking techniques. The decompo-
sition method and the selection of model checking techniques
should be considered.
I present a formal language called Event Automata (EA)

for formalizing safety requirements related to event sequences,
since most safety-critical systems are discrete-event systems.
Traceability information models and conformance verifica-
tion are based on the definition of EA.

2. RELATED WORK
There are three research fields related to my work: (1)

formalization of software safety requirements, (2) traceabil-
ity links from requirements to programs, (3) model checking
techniques.
Formalizing a safety requirement is a prerequisite for model

checking. Hansen et al. [15] proposed a method to derive
software safety requirements from the results of fault tree
analysis and formalize the software safety requirements into
real-time interval logic formulae.
Traceability is one of the core principles mandated by

all safety standards [8, 12, 9]. There is some recent liter-
ature concentrating on safety requirement traceability man-
agement [22, 2]. Nejati et al. [22] and Briand et al. [2] pro-
posed a methodology for establishing traceability between
safety requirements and SysML designs. The traceability in-
formation between a safety requirement and a design can be
used to extract a design slice related to the safety require-
ment. The design slice is easy to understand and inspect.
Moreover, Ariss et al. [10] proposed a translation from

a safety requirement expressed in fault tree into a state-
chart. The traceability between the statechart and a func-
tional model is established during the translation. Then the
statechart is integrated into the functional model by trace-
ability information. The integration results in a integrated
functional and safety specification model which is easy to
validate. Different traceability information models are for
different objectives (e.g., [22, 2] is for design slices and [10]
for integration).
There is a lot of work on software model checking tech-

niques. Spin [17] and Verisoft [14] are two model check-
ers for concurrent software using explicit model checking
[4]. Symbolic Model Checking (SMC) [20] based on Satis-
fiability Modula Theory (SMT) is efficient and widely ac-
cepted in software model checking. Bounded Model Check-
ing (BMC) [5] is an efficient SMC for finding bugs in pro-
grams, but it cannot provide proofs for the correctness of
programs. In order to prove the correctness of a program,
most SMC techniques construct an inductive invariant for
the program. Predicate abstraction [6] uses predicates to
construct an inductive invariant. Lazy abstraction [16] con-
structs an inductive invariant by unwinding a program into
an Abstract Reachability Tree (ART). The abstract state
spaces of the nodes in the tree can be generated by inter-
polants [21] or predicates [6]. A recently proposed model
checking technique called IC3 [1] is proved to be efficient in
the verification of hardware. Cimatti et al. [3] investigated
IC3 in the setting of software verification and experimental
results demonstrate its great potential.
My research is concerned with defining a traceability infor-

mation model for model checking and constructing a proof
for the correctness of a program. The model checking tech-
niques used in my work include lazy abstraction and inter-
polants.

3. A SKETCH OF PROPOSED APPROACH
Most safety-critical systems are discrete-event systems, and

system safety analysis (e.g., FMEA and FTA) is closely rele-
vant to events. So my work concentrates on model checking
programs with respect to properties which are related to
event sequences generated by the programs. The framework
of my research is illustrated in Fig 1. Rectangles represent
artifacts indexed from 1 to 8. Arrows represent actions in-
dexed from a to e. The details of five actions are as follows.

formalize: A software safety requirement arising from sys-
tem safety analysis must be translated into a formal
specification, and the specification is event sequence
oriented.

build: The traceability between the formal specification and
a program must be built. The elements of the for-
mal specification that should be traced in the program
must be decided. The traceability information model
is sufficient for conformance verification.

comprise: The formal specification, the program, and the
traceability information model (elements in thick dashed
rectangle) are the three necessary parts of conformance
verification.

reduce: The program can be reduced with respect to the
requirement. Nejati et al. [22] proposed to use safety
requirements to extract design slices. There are vari-
ous state space reduction techniques that can be used
to reduce the program.

decompose: The conformance verification between the safety
requirement and the program must be decomposed
into smaller model checking problems which can be
solved by existing model checking techniques.

4. EXPECTED CONTRIBUTIONS
My work expects to provide a traceability information

model to bridge the gap between software safety require-
ments and programs so that model checking techniques can
be applied to check the conformance between them. The
expected contributions are as follows.

‚ Giving a formal language which is event-driven and
state-of-art. The formal language can also specify infi-
nite state properties and safety requirements are con-
veniently formalized into it.

‚ Defining traceability information model whose objec-
tive is for model checking safety requirements.

‚ Methodologies for building the traceability between
formal safety requirements and programs.

‚ Methodologies for decomposing safety requirement ver-
ification into problems which can be solved by existing
model checking techniques.

5. RESEARCH METHODS AND CURRENT
STATUS OF WORK

Safety requirements, specified by FTA or FMEA, have
their own distinguish features. Firstly, a safety requirement
represents a set of error paths which should be eliminated

784



1. A Software Safety 

Requirement

2. Formal 

Specification

3.A Program

4. Traceability 

Information Model

6. Conformance  

Verification with 

Reduced 

Program

7. Model 

Checking 

Problem 1

8. Model 

Checking 

Problem n

5. Conformance 

Verification 

Problem

a

b c d eActions:

a: formalize

b: build

c: comprise

d: reduce

e: decompose

…
 …

 

…
 …

 

Figure 1: Framework of Model Checking Safety Requirements

in systems. Secondly, the basic elements of safety require-
ments are events and states. These elements constitute a
set of error paths. The formal language should take into
account these features so that safety requirements can be
easily formalized. A formal language, which is event-driven
and state-of-art, fits the above features.

5.1 Event Automata
I introduce a formal language called Event Automata (EA)

to specify software safety requirements. An EA represents
exactly a set of error paths which result in a failure in sys-
tems. A program is correct with respect to an EA if and
only if all event paths generated by the program are not ac-
cepted by the EA. The definition of EA retains the notions
of states, initial states, and accepting states of Finite State
Automata (FSA). In addition, it contains variables and two
new important notions.
The first important notion in EA is events and events are

parameterized. An event consists of a name and a parameter
list. Each parameter in a parameter list can be a variable
or a concrete value. For example, receivep1q is an event.
receive is its name and concrete value 1 is its parameter.
An event with all its parameters being concrete values is
called ground event. If at least one parameter of an event e
is a variable then the event can be seen as a set of ground
events, where each ground event in the set replaces each
variable parameter in e with a concrete value. Though all
events generated by an program are ground events, events
with variable parameters can simplify the specifications of
safety requirements.
The second important notion is transitions. A transition

in an EA is a five tuple pq, event, guard, actions, q1q, where q
is the source state, q1 is the target state, event is the trigger
event and it drives the EA to move from q to q1, guard is
the condition, and actions is a sequence of assignments. Its
semantics is as follows: suppose the EA is in state q, when
it encounters event, and guard is evaluated to be true, then
the transition is enabled. When the transition is enabled,
actions is executed and the EA enters state q1.
The formalization of safety requirements can be partially

automatic. Ariss et al. [10] proposed an automatic method
to translate safety requirements into statecharts. statecharts
and EAs are similar in syntax and semantics.

5.2 Traceability
Defining traceability information model between an EA

and a program should first decide which elements of the EA

should be precisely traced in the program. My current work
indicates that if all events defined in the EA and the initial
state of the EA are precisely traced in the program then
other elements of the EA, such as transitions and states,
can be automatically traced, and with the traceability in-
formation, it is sufficient to apply existing model checking
techniques to verify the conformance between the EA and
the program. The traceability information model between
an EA and a program is defined as the relationship between
the program elements, such as program locations and state-
ments, and the elements in the EA. A program location can
be seen as the beginning of an execution or the ending of an
execution. A program statement can be seen as the execu-
tion of a statement, and this semantics is corresponding to
an event. There is a set of elements in a traceability infor-
mation model which must be built manually. With this set
of elements, other elements of the model are built automat-
ically.

Since traceability information models are built manually,
the accuracy of the human participation process must be
considered. Because verification results are closely related to
the accuracy and completeness of traceability information.

5.3 Model Checking
Conformance checking between an EA and a program is

to verify whether there exists an event path generated by
the program accepted by the EA. Conformance checking in
my work is based on lazy abstraction paradigm [16]. Based
on this paradigm, conformance checking is decomposed into
three levels: tree level, path level, and edge level.

In the tree level, the algorithm focuses on constructing
an unwinding of the combination of an EA and a program
without considering whether the unwinding is well-labeled
or not. Depth-first Search (DFS) is applied to construct
the unwinding. Once an possible error path is found (i.e.,
the path is possible an accepting event path), the tree level
algorithm applies path level algorithm to refute the path.
If the path level algorithm returns that the path is feasible
then a counterexample is found else the path is refined to
reduce the state space of the path.

In the path level, the algorithm concentrates on deciding
whether a path is feasible. If a path is feasible then it is
an error path. In other words, the program does not satisfy
the safety requirement. If a path is not feasible then the
information obtained during refuting the path can be used
to refine and strengthen the state space of the path. Since a
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path is a sequence of edges in an unwinding, the treatment
of an edge in the path level applies the edge level algorithm.
In the edge level, the algorithm concentrates on the treat-

ment of an edge in a path. An edge in a path is the com-
bination of a transition t in the EA and a program frag-
ment cut by t. The edge is associated with a precondi-
tion and a postcondition. The edge level includes two op-
erations: Strenthenging and Preimage. Strenthenging
checks whether a clause in the precondition also holds in
the postcondition. Preimage computes the preimage of the
postcondition with respect to the edge and the precondition.
These two operations can be obtained by adapting existing
model checking algorithms.
The current status of my work has proceeded to the edge

level. The future work is to give a description for the two
edge level operations and implement a prototype to evaluate
the efficiency and effectiveness of my method.

6. EVALUATION STRATEGIES
The preliminary strategies for evaluating my technique

consist of two aspects: (a) the cost of using EAs to formal-
ize software safety requirements and the cost of building the
traceability between EAs and programs. (b) the effective-
ness of model checking the conformance between EAs and
programs.
The evaluation of (a) will be based on the practices in

industrial case studies. For each case study, the effort of
translating software requirements into EA specifications and
building the traceability are manageable, and how many
man-hours of a case study is recorded. The effort compar-
isons of different case studies will also be provided.
The evaluation of (b) will be based on experiments. For

the two edge level operations, the experiments evaluate dif-
ferent techniques (e.g. IC3 and interpolants) supporting the
operations. In addition, for different programs, the experi-
ments will compare run times and memory consumption of
the conformance checking for these programs.
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