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ABSTRACT
Traceability Link Recovery (TLR) is an important software engineer-
ing task in which a stakeholder establishes links between related
items in two sets of software artifacts. Most existing approaches
leverage Information Retrieval (IR) techniques, and formulate the
TLR task as a retrieval problem, where pairs of similar artifacts are
retrieved and presented to a user. These approaches still require
significant human effort, as a stakeholder needs to manually in-
spect the list of recommendations and decide which ones are true
links and which ones are false. In this work, we aim to automate
TLR by re-imagining it as a binary classification problem. More
specifically, our machine learning classification approach is able
to automatically classify each link in the set of all potential links
as either valid or invalid, therefore circumventing the substantial
human effort required by existing techniques.
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1 INTRODUCTION
Traceability Link Recovery (TLR) is an important software engi-
neering task in which explicit links are established between re-
lated documents in different software artifact sets (e.g., source code,
requirements, design documents, use cases, test cases, etc.). Hav-
ing reliable traceability links between artifacts has been shown
to improve the software maintenance process [15, 16]. While the
traditional TLR approach involves a stakeholder establishing these
links manually, this process is error-prone and time-intensive. To
mitigate these challenges, researchers have often formulated TLR
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as a retrieval problem. That is, given one set of artifacts as queries,
use Information Retrieval (IR) techniques to retrieve a list of similar
artifacts from the other artifact set, ordered by their textual similar-
ity to the query. While this type of approach can help stakeholders
perform TLR by increasing the likelihood of finding true links, it
still requires a substantial amount of human effort to investigate
the list of results and differentiate the true links from the false ones.

Ideally, the perfect TLR process should be fully automated: pro-
vided with two sets of artifacts, a TLR approach should return all
valid links between them. In this work we propose an approach that
takes significant steps towards this goal and involves re-imagining
TLR as a binary classification problem. Using machine learning
techniques, our approach automatically classifies each potential
link as a true or false one based on a set of features describing
the two artifacts in the link and their relationship. The machine
learning classifier is trained to predict the validity of each possible
link using patterns mined from historical data. The results of our
evaluation indicate that our approach is able to correctly classify
the majority of valid links, with a low error rate.

2 RELATEDWORK
The majority of current approaches designed to assist with TLR use
IR techniques, such as probabilistic [3, 4] and vector space models
(VSM) [2], Latent Semantic Indexing (LSI) [17], Latent Dirichlet
Allocation (LDA) [5] and so on. For a thorough overview of IR for
TLR, Borg et al. [6] provide a systematic mapping study of the field.
Our work differs from these TLR approaches as it uses a classifier to
automatically identify the true and false links, rather than leaving
this task for the developer.

Though different from our approach, some existing work has
used classification approaches in the context of TLR. Cleland-Huang
et. al. [9] first proposed a probabilistic classifier trained on a set
of indicator words for non-functional requirements, which was
subsequently used for linking regulatory codes with project re-
quirements [8] and architectural tactics to source code [20]. Our
work differs from theirs, as it does not require the intermediate
step of manually identifying indicator terms, and does not use a
pre-determined threshold for classification. Rather, our approach is
completely automatic. Falessi et al. [10] applied machine learning
to the task of predicting the number of valid links remaining in an
IR result list; however, they did not address the task of predicting
the identity of remaining valid links as done in this work.

3 THE APPROACH
The proposed approach uses machine learning classifiers to au-
tomatically differentiate valid from invalid links using patterns
mined from existing, historical traceability data [19]. To represent
traceability links within these models, we introduce three types of
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Table 1: Software Systems Used in Evaluation

System Possible Links Valid Links Artifact Types
CM-1 1166 45 (3.86%) High-R, Low-R
eAnci 7645 554 (7.25%) UC, CC
eTour 6728 366 (5.44%) UC, CC
SMOS 6700 1044 (15.58%) UC, CC
iTrust 1551 58 (3.74%) UC, CC
EasyClinic 1410 93 (6.60%) UC, CC
EasyClinic 2961 204 (6.89%) TC, CC
EasyClinic 1260 83 (6.59%) ID, TC
EasyClinic 600 26 (4.33%) ID, UC
EasyClinic 1890 63 (3.33%) TC, UC
EasyClinic 940 69 (7.34%) ID, CC
Total 32821 2605 (7.94%)

High-R = High-level Requirements, Low-R = Low-level Requirements,
UC = Use Cases, CC = Code Classes, ID = Interaction Diagrams,
TC = Test Cases

features: IR Ranking, Query Quality (QQ), and Document Statistics
Features:
• IR Ranking: These features represent the similarity of the two
documents in a possible link as a pair of ranks derived from using
either document as a query to find the other. Features can be
generated for any number of IR techniques, and in this work we
used standard VSM, BM25, and two language smoothing models:
Jelinek Mercer and Dirichlet.

• QQ: These features help the model differentiate cases in which
IR Ranking features are high (i.e., the documents in a possible
link have low textual similarity) because the link is invalid from
those in which the features are artificially elevated due to one
or both documents being poor quality queries. Metrics from [18]
are applied to both documents in the potential link.

• Document Statistics: These features represent basic statistics
about the documents (i.e., software artifacts) themselves, namely
the size of each document (i.e., number of non-unique words),
the size of each document’s vocabulary (i.e., number of unique
words), and the percentage of terms that overlap between the
two documents.
Using these features, we investigate several classification algo-

rithms: Random Forest, Decision Trees (J48), Näive Bayes, and
k-Nearest Neighbors (KNN) with k = 5. In each case, the Weka1
implementation is used with default parameters. Table 1 shows the
data used in our evaluation of the approach, which includes eleven
datasets from six software projects, involving six different types of
artifacts. These datasets were chosen as they have frequently been
used to evaluate new techniques for TLR [1, 11, 12]. As expected,
there is a significant class imbalance between valid and invalid links,
at an average ratio of 1 : 13. Unless addressed, this can represent
an obstacle for the correct classification of valid links. Therefore,
we apply Synthetic Minority Oversampling TEchnique (SMOTE)
[7] and majority undersampling [13] to balance the data for our
evaluation.

When evaluating our approach we are most concerned with two
metrics: True Positive Rate (TPR) and False Positive Rate (FPR),
which are given by equations 1 and 2 respectively. In both we
use the abbreviations TP (true positives), FP (false positives), TN
(true negatives), and FN (false negatives) to denote the number of

1http://www.cs.waikato.ac.nz/ml/weka/

Table 2: Average TPR and FPR for each classification algo-
rithm using either SMOTE or majority undersampling

SMOTE Undersampling
Algorithm TPR FPR TPR FPR
J48 0.657 0.041 0.870 0.152
KNN 0.656 0.057 0.882 0.276
Näive Bayes 0.741 0.194 0.836 0.234
Random Forest 0.695 0.017 0.927 0.122

each provided by model evaluations. TPR is equivalent to Recall,
and represents the percentage of valid links that were retrieved
by the approach. FPR is the proportion of false positives in the
classification (i.e., invalid links predicted to be valid links).

TPR =
TP

TP + FN
(1)

FPR =
FP

FP +TN
(2)

Note that each of the datasets involved in this study are com-
prised of three components: textual representations of two software
artifact sets and a list of known valid links derived from the original
developers of the systems.We use standard ten-fold cross-validation
to analyze the performance of each aforementioned algorithm. Us-
ing this technique, we randomly segment the available data into
two sets: the training and testing sets. For each trial, we use 90% of
the data to train a model that is then evaluated on the remaining
10%. This process is performed ten times, ensuring that for each
trial a single data point is only included in one testing set. The
results of these trials are then averaged to obtain a single set of
performance metrics.

4 INITIAL RESULTS
Table 2 shows the results from our preliminary evaluation. We aim
to determine the “best” classification algorithm and balancing tech-
nique to use for TLR. Because the ultimate goal of this research is
to develop a fully automated approach, minimizing FPR is of par-
ticular interest. This is because even though our aim is to correctly
classify a large percentage of the valid links, if these valid links are
buried in a large number of false positives, a user would be needed
to refute those false positives, therefore invalidating the automatic
nature of the approach.

In terms of TPR when using SMOTE, Näive Bayes is able to
retrieve the largest percentage of valid links on average; however,
Random Forest retrieves less than 5% fewer links with a dramatic
decrease in FPR. That is, it retrieves slightly fewer links with much
higher reliability. In the case of undersampling, Random Forest is
able to retrieve more than 90% of the valid links on average, more
than all the other algorithms, while also maintaining a lower FPR.
These preliminary results suggest that Random Forest is the most
promising classifier for this task. Furthermore, while undersampling
improves TPR, it also increases FPR. These differences between bal-
ancing approaches suggests that the mechanism used to address
class imbalance is important to overall performance, and that some
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combination of over- and undersampling is needed. While promis-
ing, the results also indicate potential for future improvements,
discussed in the following section.

5 CONTRIBUTIONS AND FUTUREWORK
The major contribution of this work is a novel approach towards
the automation of TLR which reformulates the task as a binary
classification problem. Preliminary results show that our approach
has promise, as it is able to accurately identify the majority of the
true links, achieving a recall of 0.7 at the low FPR of 0.017. Therefore,
while complete automation of TLR has yet to be achieved, our
proposed approach lays groundwork for significantly reducing the
substantial human effort required by current approaches to TLR.

Future work will perform a more rigorous evaluation of the
approach by also comparing it to existing IR-based techniques.
We will also focus on improving the approach in various ways.
First, we will perform more in-depth feature engineering and se-
lection to tune our representations, in an effort to optimize model
performance. Second, while the initial evaluation uses algorithms
with default parameters, we will utilize more modern approaches
that leverage genetic algorithms [21] or machine learning [14] to
establish near-optimal parameter configurations. Moreover, addi-
tional mechanisms to address the inherent class imbalance problem
will be explored. Additionally, because existing IR techniques do
not require training data, this approach will be extended to situa-
tions where labeled training data is not available by constructing
cross-project classification models. Finally, we will investigate us-
ing this approach as a pre-processing step that enhances current
semi-automatic approaches for high impact situations in which
complete automation is not possible or desired.
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