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ABSTRACT
Mutation testing has been shown to support the genera-
tion of test sets that are highly effective at detecting faults.
However, practitioner adoption of mutation testing has been
minimal in part because of problems that arise from the huge
numbers of redundant and equivalent mutants that are gen-
erated. The research described here examines the relation-
ship between mutants and attempts to reduce the number
of redundant and equivalent mutants in order to make mu-
tation testing more practical for the software tester.
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1. RESEARCH PROBLEM
Mutation testing [7] is a test criterion that generates a set

of alternate programs, called mutants, and then challenges
the tester to design tests to detect the mutants. Tests that
cause a mutant to behave differently from the original pro-
gram are said to kill the mutant. Some mutants behave ex-
actly the same as the original on all inputs. These are called
equivalent mutants and cannot be killed. Mutants are gen-
erated by mutation operators, rules that generate variants
of a given program based on particular syntactic elements.

Early on, researchers observed that mutation operators
produced far more mutants than necessary [18]. These re-
dundant mutants are mutants that can be killed, but do not
improve the test suite by requiring new or different tests.
Consequently, these mutants simply waste the tester’s time.

Minimal mutation [2] precisely defines redundancy among
mutants by identifying dominator mutants, which subsume
other mutants. A test set that kills the dominator mutants
will kill all other non-equivalent mutants. Subsumption re-
lationships identify mutant redundancy and can be used to

optimize both mutant and test generation. This research
seeks to apply the concepts of subsumption and dominator
mutants to improve the efficiency of mutation testing.

2. RELATED WORK
The large number of mutants generated by mutation test-

ing has long been a recognized problem. Mathur [15] intro-
duced the idea of constrained mutation to reduce the number
of mutation operators to create fewer mutants. Offutt et al.
[18] took an empirical approach to defining a subset of se-
lective mutation operators that achieved a mutation score
of 0.99 or higher. Wong et al. [22] evaluated combinations
of mutation operators for efficiency and effectiveness.

Barbosa et al. [3] generated a set of mutation operators
that reduced the computational cost of mutation testing
without losing effectiveness. Namin et al. [17] analyzed the
Siemens suite programs to identify three high-performing
operator sets. Delamaro et al. [6] defined a growth model
for mutation operator selection, adding operators until a mu-
tation score of 1.00 was achieved. All concluded that there
is no single best set of operators for all programs.

Taking mutation operator reduction to an extreme, Untch
[21] evaluated the statement deletion (SDL) operator on its
own and found it to be competitive with the operator sets
found by Namin. Deng et al. [8] found that SDL achieved a
mutation score close to that of Offutt’s E-selective operators
while generating approximately 80% fewer mutants. Dela-
maro et al. [5] evaluated SDL against programs written in
C using Proteum and confirmed Deng’s findings.

Other researchers have examined whether selective muta-
tion is more effective than random sampling of similar num-
bers of mutants. Acree [1] and Budd [4] separately concluded
that executing tests that kill a randomly-selected 10% of mu-
tants could provide results close to executing tests that kill
the full set of mutants. Wong and Mathur [23] demonstrated
similar results. More recently, Zhang et al. [26] also found no
appreciable difference in performance between selective mu-
tation and random selection. Gopinath et al. [9] expanded
this investigation using a much larger body of open-source
code, again finding that random selection performs as well
as any other strategy. Zhang et al. [25] combined selective
mutation with random mutant selection to further reduce
the effort required to achieve a high mutation score.

Several efforts have tried to formalize the widely-held no-
tion that some mutants are more valuable than others with
respect to forcing particular test cases. Yao et al. [24] sug-
gested stubborn mutants that are not killed by a branch-
adequate test set. Namin et al. [16] hypothesized the ex-
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istence of “super mutants” that are difficult to kill and for
which a killing test also kills a number of other mutants.
Papadakis et al. [19] confirmed Ammann’s inflation of mu-
tation score, and determined that 68% of recent research
papers are vulnerable to threats to validity due to the effect
of redundant mutants. The subsumption relation has been
studied in a variety of contexts for many years. Jia and Har-
man defined the notion of subsuming Higher Order Mutants
(HOMs) [10], where two or more mutation operations are ap-
plied to create a mutant that is harder to kill than the first
order mutants from which it is constructed. Ammann et al.
[2] introduced a formalized description of mutant subsump-
tion, including dynamic mutation subsumption based on the
score function as a binary matrix. The thesis described here
is based primarily on Ammann’s work.

3. PROPOSED APPROACH AND EXPECTED
CONTRIBUTIONS

This research seeks to apply the concepts of mutant sub-
sumption and dominator mutants to improve the process
of mutation testing by determining approaches to preferen-
tially produce useful mutants while reducing the production
of redundant and equivalent mutants.

3.1 Research Results So Far
“Mutant subsumption graphs” [11] refined minimal mu-

tation and defined true subsumption and its static and dy-
namic approximations. We defined a dynamic approxima-
tion of true subsumption and defined the mutant subsump-
tion graph (MSG), a graphical notation for representing the
subsumption relationship between mutants.

“Static analysis of mutant subsumption”[12] explored static
subsumption using symbolic execution on the same small
program. We described an algorithm for using directed in-
cremental symbolic execution (DiSE) [20] to perform sub-
sumption analysis, and concluded that the limitations of
symbolic execution made it impractical to directly deter-
mine subsumption relationships. However, symbolic execu-
tion proved effective at generating test cases dynamically
eliciting an approximation of the subsumption relationship.

“Are we there yet? How redundant and equivalent mu-
tants affect determination of test completeness” [14] formal-
ized decoupled metrics for measuring the number of redun-
dant and equivalent mutants. We showed how redundancy
makes it difficult to determine the completeness of a test
suite because mutation score quickly increases to nearly 1.0
and then increases very slowly until testing is complete.
Dominator mutation score, the number of dominator mu-
tants killed divided by the total number of dominator mu-
tants, is a more linear predictor of completeness. Unfortu-
nately dominator score cannot be determined until testing
is complete, while mutation score can at least be reasonably
estimated at any point during testing.

We then examined how redundancy and equivalency af-
fect the ability of the tester to predict dominator score (and
thus test completeness) based on mutation score, and discov-
ered that redundant mutants strongly degrade this ability.
Equivalent mutants, perhaps surprisingly, have little effect
on the ability to predict completeness. We also examined
how redundancy and equivalency affect the amount of work
required by the tester, and found that redundancy had a
small impact on work because killing any randomly-selected

mutant tends to kill many other mutants. Equivalency had
a strong impact on work because every equivalent mutant
must be individually examined.

“Analyzing the validity of selective mutation with domi-
nator mutants” [13] considered the effectiveness of selective
mutation as a function of dominator score per unit work
(defined as the number of mutants examined by the tester)
based on a small set of sample programs. We found that
the traditional E-selective mutation operators [18] generate
high mutation scores but relatively low dominator scores.

We determined that while various combinations of muta-
tion operators achieved high dominator scores with low work
for any particular program in our sample set, there were no
such combinations that performed well for all of our sample
programs. We concluded from this experiment that when
viewed through the lens of dominator mutation score, se-
lective mutation as it has been practiced is not especially
optimal, and that new approaches are needed in order to
generate high dominator scores with reasonable work.

3.2 Future Research Plans
In our future work we seek to develop an approach to cus-

tomize the generation of mutants based on program struc-
ture. To this end, we hope to characterize the program fea-
tures at mutant injection points and train a machine learn-
ing algorithm on a portion of the Defects4J programs to as-
sociate program features with the mutation operators that
tend to generate dominator or near-dominator mutants at
those injection points. Identification of the program fea-
ture set is key to success; currently we are considering the
mutated statement, the applied mutation operator, the sur-
rounding context (loops, if statements, return statements,
etc.) in the control flow graph.

If we can develop such a correlation between program fea-
tures and effective mutation operators, we could then eval-
uate the effectiveness of the algorithm by applying it to the
remaining Defects4J programs. Evaluation of success would
be based on achieving a significantly higher dominator score
per unit work as compared to existing techniques like selec-
tive mutation or random mutant selection.

Unkilled mutants are a particular concern. An unkilled
mutant might truly be equivalent, in which case we want
to avoid selecting it. However, it may simply be a mutant
that hasn’t yet been killed by a test, which suggests that it
might actually be a dominator or near-dominator mutant.
We conjecture that the machine learning algorithm will re-
duce these false negatives because they are likely to have
similar features to other dominator mutants.

If successful, my research will improve mutation testing by
preferentially generating dominator mutants, thus reducing
the number of redundant and equivalent mutants. This will
improve the ability of the tester to determine how much test-
ing work has been completed and how much remains, while
also significantly reducing the amount of work required.
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