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ABSTRACT
Requirement specification is usually done with a combination
of Natural Language (NL) and informal diagrams. Modelling
approaches to support requirement engineering activities
have involved a combination of text and graphical models.
In this work, a textual domain specific modelling notation
for requirement specification is presented. How certain re-
quirement attributes are addressed using this notation is also
described.
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1. PROBLEM AND MOTIVATION
Model Based Software Development (MBSD) is an approach
to software development which focuses on the use of models in
all the phases. It has led to increase in productivity through
automation of various development activities including code
generation and testing [6]. The development lifecycle of a
software starts with the specification of what the software is
to do or achieve. NL is often used for specification due to
its expressiveness and ease of understanding by stakeholders.
NL specifications can however be ambiguous and imprecise.
Controlled Natural Languages (CNL), which are subsets of
NL aim to increase the conciseness of specifications. However
to support a model based approach to development these NL
or CNL specifications would have to be converted into models.
In [1], NL requirements specifications are first translated to
CNL . Natural language processing techniques are then used
to generate Software Cost Reduction (SCR) textual models
for model based testing. Formal notations have also been
used for specification especially in safety critical domains.

Formal notations are mathematically based languages which
allow for concise specifications for test case generation. These
languages however require a high learning curve rendering
them impractical for all initial requirement specifications.

Modeling notations such as UML and SysML can also be
used to support specifications. Models in these notations,
however are geared towards refinement of requirements or
design activities rather than initial requirement specification.
A model based approach to requirement specification is pre-
sented in this paper using domain specific modelling concepts.
Domain specific languages (DSLs) are languages tailored to
a particular domain or built for a specific purpose. They
can be described as modeling languages whose constructs
are based on domain related concepts. DSLs developed for a
particular purpose increase expressiveness of specifications
by experts in a domain [4].A textual DSL is developed for
requirement specification.

2. RELATED WORK
There are several existing approaches for requirement speci-
fications using models. Techne [3] is an abstract requirement
modelling language for the development of new requirement
modelling languages. It allows for development of graphical
modelling languages based on stakeholder goals or desires of
the system to be modelled. This differs as a textual modelling
language is presented in this work.

The authors of [2] propose a model driven methodology for
requirements engineering that integrate the use of require-
ment models with CNL specifications. The methodology
aims to combine the advantages of NL-based and model
based documentation formats through bidirectional model
transformations. Models are used for defining the context,
goals, scenarios and functional hierarchy specification. The
function hierarchy models are then transformed into CNL
representation of the requirement specification. We take a
more direct approach in that the requirement specifications
are textual models. This also eliminates the need to perform
further transformations to a text based format.

Another approach where models are used in requirements
representation is presented in [5]. The aim of this approach
is also to integrate models and textual specifications to im-
prove the quality of requirement specification. The approach
requires the creation of a textual specification chapter for
each requirement element. Block diagrams and state-charts
are then used to represent the architectural and behavioral
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aspects of the specified element. This approach differs from
our approach in that textual specifications are generated from
graphical models (block diagrams and state-charts) while in
our approach, the specifications are textual models.

The tool Cucumber1 also uses a natural based DSL for auto-
mated test derivation. It allows for scenario-based behaviour
specification. An iterative process of writing implementation
code and running acceptance tests is done for the different
parts of defined scenarios. The DSL in this work supports
behaviour and non-behaviour requirements. In this work,
the focus is on requirement specification a higher level of
abstraction without execution of implementation code.

3. UNIQUENESS OF APPROACH
Existing methods of requirement modelling have involved
natural text, graphical models and transformations between
them. In this work, an approach where text and modelling
are melded is presented. GE Aviation, our industry partner is
used as a case study. The software development cycle at GE
starts with NL requirements in MSWord. These requirements
are then manually imported into the DOORs requirement
management system. The requirements are also manually
translated to Simulink Models in partial adoption of a model
based approach to development.

3.1 DSL Implementation
The first phase involved analysis of sample requirements
provided by GE. This was done to identify the structure
of specification documents and domain concepts. The mod-
elling language is then implemented using XText2, a language
development tool. The domain specificity of the approach
lies in the definition of the grammar using identified do-
main concepts. The grammar in this context is equivalent
to the metamodel of the language. The XText tool also
generates a dedicated editor used for the requirement specifi-
cations/requirement modelling.

The DSL allows for specification of internal and external
input/output signals, software components /elements with
attributes. Different types of requirements can be represented
using the language. The requirement types are templates
used as guides for concise specifications. Descriptive re-
quirements allow for optional NL descriptions of elements
in the domain and the assignment of features or states to
the elements. Range based requirements allow for the
specification of acceptable upper and lower boundaries for
defined elements. Logic based requirements are for spec-
ification of requirements where decisions are made based on
a combination of boolean conditions. In cases where pseudo
code is integrated with the specifications, Pseudo require-
ments can be used. Transition requirements are for
behavioral descriptions of the implications of element state
transitions. Event based requirements are for specifying
requirements where consequences of events or combinations
of events can be defined.

4. RESULTS AND CONTRIBUTIONS
The language development was followed by translation of
sample NL requirements provided by GE into DSL speci-

1https://cucumber.io/
2http://www.eclipse.org/Xtext/index.html

Figure 1: Sample Natural Language specification

Figure 2: DSL representation of requirement in Fig-
ure 1

fications. This was done by manually interpreting the NL
requirements and specifying the requirements using the editor
generated by XText. The observations reported in this sec-
tion are based on how DSL-specified requirements addresses
some requirement quality attributes.

4.1 Atomicity
The grammar of the language is designed such that every
requirement is unique and traceable with an ID attribute.
The DSL approach addresses atomicity in that it allows
compound NL requirement to be decomposed into individual
requirements. This is done by the definition of one element
for per requirement.

4.2 Completeness
This approach supports completeness in that it prevents
hanging references. All the variables, input and output
signals used for behavior requirement specifications have to
be predefined before use. Foreign or undefined elements used
within specifications are flagged as errors in the editor.

4.3 Unambiguity
Requirement specifications should be unambiguous and con-
cise. It should be such that each requirement has no more
than one interpretation. It was observed that the DSL ap-
proach addresses this quality attribute to some extent. The
requirement in Figure 1 is a modified representation of a
sample requirement from GE. These specifications can how-
ever be interpreted in multiple ways. The equivalent DSL
specification in Figure 2 shows a more concise representation
of the NL requirement.

5. CONCLUSIONS
In this work, a model based domain specific approach to re-
quirement specification is presented. With the requirements
represented as models, software development artefacts such
as requirement based tests could be generated. How this
approach addresses Atomicity, Completeness and Unambigu-
ity requirement quality attributes is also described. Work is
currently being done to extend the DSL prototype, develop
a tool integrating a verification module for the requirements
and automatic test case generation. This developed tool
would also be evaluated by engineers at GE.
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