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Abstract 

This paper describes some of the work we have done 
to evaluate and compare the use of three IR systems 
(Verity, LSI, and SMART) as black boxes within an au- 
tomated classification environment. We use automated 
classification to make a quantitative comparison of the 
effectiveness of the systems within this context. In so 
doing, we also develop criteria for the construction of a 
useful training set. These results lead to metrics useful 
in the integration of IR systems into larger applications. 
We conclude with an initial API for an IR component 
within an automated classification architecture. 

KEYWORDS: IR evaluation, automated classification, 
training sets. 

1 Introduction 

A library environment includes such tasks as metadata 
generation, finding relationships between various the- 
sauri and/or classification schemes, and document clas- 
sification. There are many commonly used controlled 
vocabularies and classification schemes in industry, such 
as ICDS1 for medicine, SIC’ for market analysis, and 
the West Key System3 for law. Identifying documents, 
companies, and people related to categories in these 
classification schemes requires processing many data el- 
ements. In a large-scale commercial setting, this must 
be done in as close to an automated manner as possible. 

*Currently with Kaiser Foundation Health Plan, Inc. 
‘ICDS, the International Classification of Diseases (Ninth Revi- 

sion), is used, for example, for public health statistics at the U.S. 
Centers for Disease Control. 

‘The Standard Industrial Classification Code, 1987. 
3The West Key System is a legal classification generated by West 
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In a digital environment, information retrieval (IR) 
is typically used and designed for search and retrieval. 
However, IR systems are also used as classification tools. 
In general, automated classification necessitates the in- 
tegration of a general IR system into a comprehen- 
sive production environment. In such a setting, the 
requirements on an IR system are potentially very dif- 
ferent from the usual evaluation criteria used in a more 
academic environment. For example, issues related to 
cost, functionality, platform, robustness, maintainabil- 
ity, and ease of use (e.g. documentation, API, etc.) are 
paramount. In terms of evaluation, the question is not 
simply how these systems might compare in TREC [12], 
but how these systems are likely to perform when used 
on arbitrary data. Furthermore, while TREC shows 
results generated by each of the IR systems’ builders 
and/or expert users, it does not necessarily indicate 
how these systems might compare when deployed by 
independent developers. 

As Harter and Hert state, “In addition to users, a 
number of other players (e.g., managers, system de- 
signers, vendors, content providers) have a stake in the 
success (variously defined) of an IR system. In gen- 
eral, evaluation from their perspectives has not been 
addressed much in the IR literature” [6]. In this pa- 
per, we focus on the development of a methodology for 
practical evaluation of IR systems, mainly from the per- 
spective of system designers, within the context of an 
automated classification environment. We attempt to 
view such systems as black boxes, and set out to deter- 
mine their effectiveness as a single component of a large 
system. 

We seek to identify effective evaluation metrics that 
do not rely on relevance (such as precision and recall 
do). As Harman states in the TREC-3 Overview, “The 
relevance judgements are of critical importance to a test 
collection” [5]. There are several problems with such 
an evaluation methodology. First, it is not feasible to 
have such relevance judgements for arbitrary new col- 
lections, applications, etc. Second, relevance is not de- 
finable without knowledge of the application, let alone 
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the user’s intentions [lo]. Finally, tuning parameters 
for a given collection are not necessarily applicable to 
new collections. 

We simultaneously attempt to answer several related 
questions. First, how can we compare different IR sys- 
tems used for automated classification, working on loose- 
ly controlled, semi- or un-structured data? We would 
like to derive a straightforward evaluation methodol- 
ogy. Second, in working with automated classification, 
how can we determine if our training set data is suffi- 
cient, or at least reasonably self-consistent? Third, how 
might we determine appropriate parameters for the IR 
systems, as well as thresholds for result weights, to be 
able to apply evaluation results to other data sets? 

In the next section, we present an overview of the IR 
systems used in this study. The full evaluation method- 
ology is described in Section 3, followed by an analysis 
of the experimental results in Section 4. Finally, we 
conclude in Section 5 with a discussion of the results, a 
preliminary API for the IR component of an automated 
classification application, and future directions. 

2 Overview of the IR Systems 

Table 1 shows various characteristics of IR systems, 
focusing on functionality. 4)5 The first column lists the 
name of the system, followed by several possible func- 
tional features. The appearance of a ‘y’ denotes that 
the feature is available (possibly optionally), while an 
‘n’ denotes that the system does not use that feature at 
all. Similarly, ‘many’ means that several methods are 
available. A ‘?’ by itself indicates our uncertainty as 
to the capability of the system regarding the particular 
feature, while a ‘?’ next to another mark indicates our 
untested belief about the availability of the feature. 

The ‘idf’ column denotes the use of some form of 
inverse document frequency applied to term weights; 
‘norm’ denotes the use of document length normaliza- 
tion. The ‘phrase’ column represents the ability to in- 
dex and query with multi-word phrases taken as a sin- 
gle entity. ‘fields’ denotes the ability to query within 
particular fields, as well as the ability to combine the 
results of multiple fields. ‘POS’ describes a system’s 
use of part-of-speech tagging: for example, the abil- 
ity to extract noun phrases and proper names. ‘stem’ 
implies that the system performs some type of word 
stemming; however, not all stemming is equal. The use 
of a lexicon generally yields substantially better results 
than the application of simplistic language rules. The 
‘trm-co’ column denotes the use of term co-occurrences. 

4Space does not permit us to discuss issues of cost, ease of use, 
etc. 

51t is important to note that the information in this table has 
been derived from our using the systems and/or trying to decipher 
the documentation. In that sense, it reflects the degree to which these 
features are clearly presented. 

‘wts’ denotes the availability of result weights or scores. 
As will be discussed later, this is very important for 
the purposes of automated classification. Finally, ‘plat- 
form’ shows the platforms on which the system is able 
to run (we were only interested in Unix and Windows 
environments in this study). 

Verity 
We used version 2.3 of the Search’97 Developer’s Kit. 

Training set documents were indexed using their default 
stopword list. We attempted to submit query docu- 
ments using query-by-example (i.e. the “<LIKE>” op- 
erator) but found the results to be unacceptable due the 
fact that only 15 terms were extracted for each query. 
After much effort and experimentation we were able 
to obtain acceptable results by first preprocessing the 
query into a weighted term vector (ignoring stopwords) 
and then submitting the top 50 terms and their weights 
using the “<ACCRUE>” operator. 

LSI 
Latent Semantic Indexing (LSI) [4] employs the vec- 

tor model of IR in coordination with singular value de- 
composition (SVD) for dimensionality reduction. Each 
dimension in the reduced space tends to represent those 
terms that are more likely to co-occur in the collection. 
As a result, LSI does not by default use word stem- 
ming to identify related terms.6 We used “log entropy” 
weighting with cosine similarity measures. Results im- 
proved dramatically after increasing the number of fac- 
tors from the default of 100 to 150 (with no change in 
going to 200). 

SMART 
SMART [2] is an implementation of the vector space 

model of information retrieval. In this study we used 
version 11 with stemming turned on, the default stop- 
word list, and the “at? weighting for both documents 
and queries.7 Training set documents and query doc- 
uments were indexed and treated as an experimental 
collection. Queries were submitted in batch against the 
training set, and a full result list of matching documents 
and scores was output from SMART. 

Others 
We had originally hoped to include both Cheshire [9] 

and InQuery [l] in this study. Unfortunately, we were 
not able to do so within the time-frame of the submis- 
sion. Cheshire, for example, was not originally designed 
to handle large queries - some of our query documents 

‘For example, non-lexicon algorithmic stemming might view doc- 
tor, doctors, and doctoral as variants of “doctor”. LSI, however, 
might find that doctor and doctors tend to occur in the same docu- 
ments, while doctoral does not. As a result, LSI tends not to benefit 
from the use of stemming. 

‘This basically corresponds to the usual tf/idf with cosine normal- 
ization. 
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Tool idf norm phrase fields POS stem trm-co wts platform 

Verity n n Y Y n Y n Y Uhix,NT 

LSI mm cos n n n n Y Y Unix,NT 
InQuery many y? Y Y? Y I Y Y? n Unix,Win 
Cheshire y Y? ? Y n I Y ? n Unix 
SMART many many ? Y n 1 Y ? Y Unix,? 

Table 1: Various Functionality of IR Systems 

were of the order of a megabyte. InQuery, as distributed 
by Sovereign-Hill (now Dataware), was designed around 
a web search-engine. As a result, it was difficult to pack- 
age up batch-mode queries of the style required by these 
experiments. Neither Cheshire nor InQuery provided 
document weights in the query result set. We were able 
to work with the authors of Cheshire to change this, but 
were not able to completely debug it in time. We are 
working to include these systems in future studies. We 
will discuss in the conclusion some of the usability is- 
sues related to all five of the systems we have considered 
so far. 

3 Methodology 

The approach developed below relies on the creation of 
a ‘training set’ of documents that represent each clas- 
sification category. The document to be classified is 
submitted as a query to the system. The result of the 
query is a ranked list of categories. A full description 
of our methodology follows. 

3.1 Selection of Test Data 

We first pulled over the SEC 10K filings for 1997 from 
the SEC’s Web site’. These documents are similar in 
nature to annual reports. Within each document, “Item 
1” includes a description of the type of business per- 
formed by the company. Furthermore, each document 
is also associated with a four digit SIC category (we 
denote this as the “assigned category”, or AC, of the 
SEC document). After bringing over the documents, 
we extracted the “Item 1” sections and some header 
information (e.g. the company name, ID number, SIC 
category). Each filtered document was then grouped 
according to SIC category. As a result, each category is 
represented by a collection of SEC documents, thereby 
forming a training set (TS). 

Our project focuses on developing practical solutions 
to automating the process of classifying. In order to do 
so, we must understand the ways in which classifications 
are actually used in the world. 

We do not assume that a classification provides com- 
prehensive coverage of its domain. Nor do we assume 
that there is only one correct category assignable to 

*http://www.seC.gov/ 

each item. Instead, we assume the meaning of a class is 
defined by its usage, not by the definition provided by 
the authors of the classification. In this case, the usage 
is in the SEC’s classification of companies by SIC code. 
Each company is assigned exactly one four digit SIC 
number. The number is assigned by the SEC based on 
the SIC assignment in Standard and Poor’s Compustat 
database. The SEC will revise an SIC assignment to a 
company, if the company asks for a review. 

The documents used in the training set are submit- 
ted by a company to the SEC. No validity checking is 
performed by the SEC on the SIC code provided in the 
documents. Thus we are assuming that the SIC code 
included in a document is the assigned SIC code for a 
company. 

Furthermore, the assignment of a single four digit 
SIC code to a large company with diverse business in- 
terests assumes the company can be represented by a 
single SIC code. The level of granularity represented by 
a four digit code may not allow for an accurate catego- 
rization of the company. Results might differ if we were 
attempting to categorize at the three digit level using 
our training set based on four digit categories. 

In performing automated classification, we are not 
concerned with assigning the universally correct or best 
SIC code to a company. A correct assignment in this 
case is relative to the language used in the documents 
in the training set. The language in the document is 
merely representative of the ‘correct’ definition of the 
category. Yet, operationally, a correct assignment is one 
that reads an SEC document describing a company and 
assigns the SIC code given to that company. This cir- 
cular definition raises interesting questions about defin- 
ing a category on the basis of a particular training set, 
and then using that definition to classify documents for 
some possibly unrelated purpose. 

3.2 Training Set Construction .. 

The methodology involves classifying a query by using 
the various IR systems to perform similarity matches 
between the query and the category representations. 
This work is similar to that in [8]. This is in contrast to, 
for example, the method of [7], which matches a query 
directly to the individual documents, and then derives 
a ranked list of categories by aggregating the results of 
the top ranked documents. 
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We next sought to evaluate how many documents 
needed to be associated with a category in order for the 
results to be sound.g We thus performed experiments 
varying the number of documents in each category, and 
measuring the resulting change in the evaluation met- 
rics. If the TS was completely empty or composed of 
completely random text, then one would expect that 
the assignment of queries to categories would be ran- 
dom. As a result, both the mean and median of the 
ranks of the AC’s in the query result sets would be ap- 
proximately one half of the total number of categories. 
On the other extreme, if the TS was composed of ‘per- 
fect’ mutually exclusive discriminatory text, and each 
query fit one and only one category, then both the mean 
and median of the AC ranks would be exactly 1. As we 
go from an empty training set to a better one, the AC 
median rank decreases from half of the total number of 
categories to something approaching 1.l’ Thus we can 
see if our TS is improving by observing a decrease in 
the median AC rank. 

One way to make such a test is to start with only 
the category description as the TS and to measure the 
median AC rank. We then add a single document (keep- 
ing the description) to each category and measure the 
median AC rank again. We continue doing this until 
adding more documents has only a negligible effect on 
the median AC rank. Suppose that this happens within 
N documents. This requires that we use only those cat- 
egories with at least N documents in the TS”. Here 
we are faced with the problem of maintaining enough 
categories to allow for a meaningful statistical analysis. 
We started out with 411 categories. However, many 
of them had 6 or fewer documents per category. If we 
ruled those out, we would be left with only 206 cate- 
gories, which begins to reduce the confidence level of our 
measurements. As a result, we simultaneously wanted 
to decrease the maximum number of TS documents per 
category (enough to keep the number of categories as 
high as possible), and increase it (enough to know that 
adding more documents per category made little differ- 
ence in the median AC rank). 

Previous work using LSI with LCC and MARC re- 
cords [3] indicated that as few as four documents per 
category might be sufficient for accurate classification. 
Taking this as an estimate, we decided to use those 206 
SIC categories that had at least 7 documents - one for 
the query and 6 for the training set. 

‘It is perhaps worth pointing out that the size of the included 
“Item 1” section of the TS documents varied widely, from a single 
paragraph to many tens of pages. 

‘“Assuming, of course, that the categories are correctly assigned to 
the test queries. 

“Actuatly, N + 1, if we take into account the randomly selected 
query document 

3.3 Query Generation 

We sought to get a good representative collection of 
queries. Given that we had no a priori reason to favor 
one category over another, we decided to use a strati- 
fied random query selection mechanism. We randomly 
selected one document from each category as a query, 
giving us 206 queries in all. We first used a training 
set consisting solely of the SIC category descriptions. 
These were indexed within each IR system. We then 
took a query document and used the IR system to pro- 
vide a similarity match against each category. The re- 
sult of this matching was a list of categories ranked by 
their calculated similarity to the query. Somewhere in 
this ranked list was the category actually assigned to 
the original SEC document (the AC). The position of 
the AC in the ranked list is called the AC rank, and its 
score is called the AC score. Similarly, the score at the 
top of the list (i.e. the top ranked category) is called 
the Top score. We used all 206 queries from our strat- 
ified random sample and combined the results within 
our evaluation metrics. 

We then re-did the entire procedure with a new train- 
ing set: one that included, in addition to the category 
descriptions, a single randomly selected document from 
each category. These documents were different from 
the documents in the query set. We continued to per- 
form the experiment with a larger and larger training 
set until the last run, in which each cdtegory’s train- 
ing set was composed of the category’s description and 
six randomly selected documents within the category, 
but all different from the query document used for that 
category. 

Thus for a single set of 206 query documents taken 
from the 206 allowable categories, we ran seven sets of 
experiments and calculated the various evaluation met- 
rics as a function of the training set size - the number of 
documents in each category. In order to allow for pos- 
sible peculiarities in the query documents and/or the 
selected training set documents, we redid the seven ex- 
periments three more times, with three different ran- 
domly selected query documents and training set doc- 
uments. 

4 Analysis 

As an example of a successful run, Figure 1 shows the 
results of using LSI with six documents per category. 
It is clear from this figure, with 45% of the assigned 
categories automatically chosen as the top ranked cate- 
gory out of 206, that there is an overall consistency and 
discriminatory vocabulary within the training set data. 

We present a summary of the results in Figures 2 
through 4. The results are the averages and 90% con- 
fidence intervals of four different trials of 206 queries 
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Figure 1: Distribution of Ranks for LSI, Six Documents 
per Category 

each, as described in the previous section.12 The rank 
information allows us to compare the different IR sys- 
tems, while the score information is more useful for in- 
tegrating the systems within various applications. 

4.1 IR System Comparison 

The trend in the data indicates increased classification 
accuracy as the number of training set documents per 
category are increased. However, depending on the par- 
ticular IR system, the results do not change apprecia- 
bly after three or four documents per category. These 
graphs imply several results. 

First, previous to these experiments, we were not 
sure whether the data were classifiable. That is, we had 
no way of knowing a priori if the documents and classifi- 
cation scheme would yield an effective system for classi- 
fying anything, even the documents within the training 
set. The results indicate that there is enough consis- 
tency in the documents’ assignment to their respective 
categories that the query documents can, for the most 
part, be associated with their correct categories. 

The second result is that, as evidenced by both the 
median and mean AC rank values, we can compare ac- 
curacy between the various IR systems within this con- 
text. In this case, LSI does better than SMART, which 
does substantially better than Verity. Without loss of 
generality, we can take as our baseline results whichever 
IR system gives us the best values. That is, we can as- 
sume in this case, given the data, that the best possible 
automated classification results are those of LSI. Any 
system’s performance can then be compared with that. 
The difference between an AC median rank of 2 for 
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Figure 2: Summary of Results - Median AC Ranks 
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Figure 3: Summary of Results - Mean AC Ranks 
“Each trial consisted of randomly generated queries and training 

set documents. Although there was a small degree of overlap between 
the different trials, the largest percentage of overlap in either queries 
or training set documents between any two trials was 5%, and only 
1% among the intersection of all four trials. 

326 



‘T 

0.95 

t 
0.9 + 

0.6 

0.55 

-~-..‘+-” -* 
w’..-.w 

I 

f- 
! 
I #- 

+/+---+---3 

j ,/’ 
(p-0 

. . . . * . . . . . . . . . . + . . . . . . . . . . . 4 

/ p.““-*- 
1 

.I . . . . . . . . . . . +- 

,$ *;;’ --D-- LSI 
I : f 

)I’/-- 
i 

. . . . . . & . . . . . . smafl 
-..+.-.. verity 

4.f 

0.5 J I 
0 I 2 3 4 5 6 

Number of Documents per Category 
in Training Set 

Figure 4: Summary of Results - Normalized AC Scores 

LSI and SMART and that of 4 for Verity is not trivial, 
depending on the applications. For example, consider 
using the IR systems for semi-automated classification, 
in which the top ranked categories are presented to a 
human to select the most appropriate one(s). In de- 
termining how many categories should be examined by 
hand, the data indicates that, using LSI for this data, 
there is roughly a 75% probability of finding the best 
categories within the first four listed. The same prob- 
ability requires looking over approximately three times 
as many categories using Verity. 

The third result is that we can estimate the mini- 
mum size of the training set required to achieve accu- 
rate classification. We can thus, for example, exclude 
categories with an insufficient number of training set 
documents. This is very helpful in determining which 
sets of classified documents might be useful in an auto- 
mated classification environment. 

It is important to note the relationship between these 
results and the results from TREC-3 [5], the last TREC 
in which these IR systems were simultaneously included. 
In TREC-3, their relative effectiveness, as applied to 
the routing problem,13 was similar to their relative ef- 
fectiveness reported here. In the TREC case, LSI and 
SMART were among the best systems in routing ca- 
pabilities, with LSI doing better at ranking the list of 
documents it had determined were relevant. Verity was 
not among the best performers, even with hand-crafted 
“TOPICS” to aid in query expansion. We were able to 

13The routing problem is very similar to an automated classification 
problem. In the former, the categories are defined by the pre-specified 
queries, and the training set is composed of the set of documents 
assigned ‘relevant’ to each query. 

arrive at results consistent with TREC-3, albeit less ex- 
tensive, but without necessitating relevancy judgements 
of our test collection beyond the originally assigned cat- 
egories.14 

4.2 Implications to Applications 

Figure 4 shows the average ratio of AC scores to Top 
scores. These ratios remain fairly consistent, or, within 
their estimated errors, monotonically increase. They 
show that the spread of scores between the Top scores 
and the AC scores are fairly narrow. Thus within each 
IR system, there are potential score thresholds that can 
be used to determine acceptable similarity measures. 

These results are useful in determining how to in- 
tegrate individual IR systems into various applications. 
Consider the example of trying to automatically asso- 
ciate relevant categories to a set of documents.15 We 
have no way of knowing which, if any, categories might 
be relevant to a given document, let alone how many 
might be appropriate. As a first approximation, we can 
use the data in Figure 4 as an indication of the score 
threshold to use in determining “relevance” (i.e. suffi- 
cient similarity) for a particular category. Given that 
the average ratio of AC score to Top score is, say, 0.85, 
we might want to associate a category to a document 
if the similarity measure is at least 0.85 of that cate- 
gory’s Top score. We might also want to exclude cate- 
gories that receive particularly low scores in the training 
set experiments; the implication is that the training set 
data of these categories is not sufficiently discriminatory 
to be helpful for automated classification. 

5 Conclusion 

This paper described the use of automated classifica- 
tion results as an evaluation tool for comparing IR sys- 
tems as a component within, for example, a knowledge 
management environment such as a digital library. As 
complete systems for automatic classification, we found 
all of the IR systems that we worked with to be lacking 
in some way or another. This was mostly due to as- 
sumptions made in their system design relating to their 
intended use as tools for search and retrieval based on 
interactive human queries. A basic framework for a 
generic automatic classification system can be described 

14Determining the relevancy of documents to queries is similar to 
assigning one or more existing categories to a document. However 
one major difference, in terms of search behavior, is that of off-line 
versus on-line analysis. Thus, while it is obviously impossible to 
pre-determine how to relate documents to a query until the query 
is known, it is normal to classify documents in advance. Part of the 
query process then becomes selecting relevant categories, where each 
category has already been associated with appropriate documents. 

“Taking into account the possible variability discussed in Section 3, 
such as the genre of these documents and the differences between them 
and the training sets. 
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by a set of modules? 

1. Assemble training set for categories: 

A set of representative training set documents must 
be selected and collected for each category from an 
existing document corpus. 

2. Pre-process the training set: 

This module is only necessary if the original form 
of the training set documents is not appropriate for 
indexing. Pre-processing may include structural 
changes such as the extraction of sections of text, 
and removal or addition of fields or markup tags. 
It may also involve lexical processing such as stem- 
ming, part-of-speech tagging, noun phrase extrac- 
tion, or the removal of punctuation. The amount 
of pre-processing required will vary depending on 
the capabilities of the IR search engine used. 

3. Index the training set: 

This module essentially builds an index of concepts 
with a list of associated documents, but the de- 
tails and algorithms used depend on the IR search 
engine and its underlying model for information 
retrieval. 

4. Stream of query documents to be classified: 

This module accepts an incoming collection of que- 
ry documents, from some external source (file sys- 
tem, e-ms.il server, etc.), and submits them to the 
queue for automatic classification. 

5. Pre-process query documents: 

The module is similar to the pre-processing of the 
training set described above. An important re- 
quirement is that the size of the query documents 
be scalable. Several of the query documents in 
our experiment were on the order of 1 MB. We 
had great difficulty using IR systems such as Ver- 
ity and Cheshire, due to inherent limits on query 
size in these systems. 

6. Compare queries to training set: 

In order to automatically classify a large number of 
incoming documents, it should be possible to sub- 
mit queries to the IR system through some kind of 
batch mode, without the need for human interac- 
tion. 

7. Ranked list of results including scores: 

The output from the IR system should include the 
relevance scores as well as the rank and ID for 
every possible matching category. Though the ab- 
solute value of the scores may be unimportant, we 

“This is an adapted version of the TIPSTER “Generic Information 
Retrieval System” [ll] for document routing. 

8. 

feel that an analysis of the relative scores in a re- 
sults list is essential for setting thresholds for cat- 
egory assignment as well as assessing the overall 
quality of the classification. 

Assign categories based on thresholds: 

An algorithm for assigning categories is highly de- 
pendent on subjective requirements such as the 
desired degree of precision and recall, “fuzziness” 
of categories, and the maximum number of accept- 
able assigned categories. In our work we have not 
yet explored the use of such an algorithm, but this 
is an interesting area for further research. 

This framework for generic automatic classification 
allows us to easily integrate an IR system as a black box 
into a knowledge management environment. Existing 
IR systems need to be designed to support this func- 
tionality, in addition to their standard retrieval roles. 
The methodology of developing a training set and a 
query set allows us to compare IR systems, test for self- 
consistency within the training set, and begin to develop 
parameters for automated classification thresholds. 

In this paper, we looked at using a training set of one 
type of document to predict the classification of other 
instances of that document type. Since our definition 
of a category is based on usage, we are curious to see 
if a training set built with one type of document can 
classify a different type of document in the same do- 
main. Can we build a training set of SEC documents 
and use it to predict the assignment of SIC codes in 
non-SEC documents? Similarly, can a training set com- 
posed of a collection of different document types with 
the same classification be used to predict the classifica- 
tion of other document types. Is there a point at which 
the usages average out ? Future research will attempt 
to answer these questions. 
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