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Abstract. This paper discusses the identity of embodied AI, i.e. it asks the 
question exactly what it is that makes AI research embodied. From an engineer-
ing perspective, it is fairly clear that embodied AI is about robotic, i.e. physi-
cally embodied systems. From the scientific perspective of AI as building mod-
els of natural cognition or intelligence, however, things are less clear. On the 
one hand embodied AI seems to be about physically embodied, i.e. robotic 
models of cognition. On the other hand the term ‘embodied’ seems to signify 
the type of intelligence modeled and/or the conception of (embodied) cognition 
that is underlying the modeling. In either case, it appears that embodied AI, as it 
currently stands, might be too narrowly conceived since each of these perspec-
tives is addressed only partially.  

1   Introduction 

“It is not enough to say that the mind is embodied; 
One has to say how.” [11] 

 
Although more than a decade old now, the above quote summarizes fairly well what 
this paper is about. It will be argued here that, although, practically by definition, re-
search in embodied AI emphasizes the importance of embodiment for cognitive proc-
esses, from a cognitive-scientific perspective it does not take the concept sufficiently 
seriously. In particular, in our opinion, many researchers, driven by engineering rather 
than scientific concerns and/or in an attempt to distinguish embodied AI from its tra-
ditional predecessor, overemphasize the importance of physical embodiment when it 
comes to scientific modeling of cognition. Being physical, however, is only one as-
pect that distinguishes natural embodied cognizers from the computer programs of 
traditional, cognitivist AI? Hardly surprising therefore, richer conceptions and discus-
sions of embodiment can be found in, other research fields, such as cognitive linguis-
tics and philosophy of mind. Hence, when it comes to embodied AI as cognitive-
scientific modeling, it remains unclear, and is hardly ever discussed in the field, what 
conception of embodied cognition researchers are committed to.  

On the one hand, much of embodied AI and its emphasis on physically embodied 
models is very compatible with the view of robotic functionalism [15], according to 
which embodiment is about symbol grounding or, more generally speaking, represen-



tation grounding, whereas cognition/thought can still be conceived of as computation, 
i.e. syntactically driven internal manipulation of representations. In a nutshell, this is 
the core and “central research focus” of embodied AI according to a recent review of 
the field in the Artificial Intelligence journal [1], which has subsequently been re-
jected as too narrow [5]. On the other hand, much of the rhetoric in the field of em-
bodied AI, in particular its rejection of traditional notions of representation, suggests 
sympathy for more radical notions of embodied cognition that view all of cognition as 
embodied or body-based. This is what in Section 3 will be referred to as the posi-
tion(s) of “full embodiment” [23] or “radical embodiment” [8]. This paper does not 
try to argue for one or the other of these views (although it is hardly a secret that we 
favor the second one), but it simply argues that embodied AI researchers have to real-
ize that there are at least two different views that should not be conflated. Or, to para-
phrase and extend the above introductory quote [11]: It is no longer enough for em-
bodied AI researchers to say that (artificial) intelligence has to be embodied; but one 
has to be more specific concerning what that means. 

The rest of this paper is structured as follows. The following section further ad-
dresses the problematic identity of embodied AI, i.e. the question what it is that makes 
it embodied. Section 3 then briefly summarizes different conceptions of embodied 
cognition and some distinctions that might be useful to import into embodied AI re-
search. Section 4 then discusses the implications for embodied AI as cognitive-
scientific modeling. 

2   Background: What is Embodied AI anyway? 

2.1   Motivation 

This paper has actually been directly motivated by discussions at and about the 
Dagstuhl workshop on Embodied AI. Mentioning the workshop afterwards to other 
researchers who had not participated frequently triggered reactions such as “But, I am 
working on embodied AI, why didn’t I know about this workshop?” (or “…, why 
wasn’t I invited?”) or “I didn’t know there was an embodied AI community” or 
“What the heck is embodied AI?” or  “Is there any difference between embodied AI 
and X?”, where X could be, e.g., (intelligent or cognitive) robotics or (traditional) AI. 
There are at least two possible explanations for these reactions: (1) what embodied AI 
is, or is about, is simply not particularly well defined, or (2) it is in fact well defined, 
but the definition is only well known within a very limited community.  

That explanation (1) is at least partly true was also indicated by discussions at the 
workshop itself, i.e. among the participants who, naturally, as experts might be sup-
posed to have some level of agreement concerning what embodied AI is, and more 
specifically, exactly what it is that makes it embodied. For example, right after a talk 
that argued that mathematical cognition, although it might seem abstract at a first 
glance, in fact is embodied in the sense that it is based, more or less directly, on bod-
ily experience, another participant in a discussion argued that the activity of an air 
traffic controller was situated, but not embodied, i.e. that the body was not involved to 
any significant degree (presumably because there is no, or only little, overt movement 
involved). The fact that there are different notions of embodiment is hardly surprising 



in itself. After all, many central terms in the cognitive sciences, such as ‘intelligence’, 
‘cognition’, ‘agency’, ‘autonomy’ or ‘life’, are to some degree controversial and still 
far from being well-defined. What is surprising, however, is that none of the work-
shop participants reacted (until long after) to either of the above claims, although they 
are based on diametrically opposed positions, namely that all human cognitive proc-
esses are embodied or body-based, or that only some of them are, respectively. 

This example clearly shows that even within the embodied AI community there are 
in fact very different conceptions of embodiment, and perhaps consequently embod-
ied AI.1 As mentioned above, there is not necessarily anything wrong with this - quite 
the opposite, different conceptual and theoretical frameworks within a field can in 
many cases lead to fruitful discussions. In the embodied AI community, however, 
these differences are rarely addressed more than superficially. Fields such as cogni-
tive linguistics, phenomenology and philosophy of mind, on the other hand, seem to 
take embodiment much more seriously, which has led to richer and more varied con-
ceptions of embodiment as the basis of, for example, meaning and phenomenal ex-
perience (e.g. [17, 34, 47]). However, one does not have to look at ‘deep’ philosophi-
cal questions to realize that the treatment of embodiment in embodied AI is somewhat 
shallow. 

A more pragmatic problem with embodied AI, or in fact embodied cognitive sci-
ence in general, is that it seems to be much more defined in terms of what it argues 
against, i.e. traditional AI2 and the computer metaphor for mind, than what it argues 
for - a fact commonly pointed out by opponents of embodied theories. That means, 
many embodied AI researchers reject the idea that intelligence and cognition can be 
explained in purely computational terms, but it is left unclear exactly what the alterna-
tive is. Characteristic for the field is, for example, the statement that “intelligence 
cannot merely exist in the form of an abstract algorithm but requires a physical instan-
tiation, a body” [27]. There are two problems with this: Firstly, being physical can at 
most be a necessary condition for intelligence (which, by the way, is contradicted by 
some proponents of embodied AI [13, 28]). That means, probably nobody believes 
that chairs and tables are intelligent, or make better models of intelligence than com-
puter programs for that matter, just because they are physical. Secondly, it is unclear 
exactly which view concerning (dis-) embodiment this is in opposition to (except for 
dualism, perhaps). As discussed in more detail elsewhere [6], even proponents of 
hardcore computationalism would hardly dispute that computer programs require 
some physical instantiation or realization. After all, Newell and Simon, for example, 
did not include the word ‘physical’ in their Physical Symbol Systems Hypothesis [22] 
for no reason, but they were of course aware of the need for some form of what is 
now called ‘grounding’ (e.g. [1, 15, 37]), although it perhaps never played a crucial 
role in their theories. 

                                                           
1  However, most embodied AI researchers, including the author, probably share the intuitive 

and somewhat unscientific conviction that, as reviewer 1 formulated it, “embodied AI is AI 
done right, i.e. exploring intelligence and cognition by paying attention to the biological, sen-
sorimotor, evolutionary and developmental bases”.  

2  As reviewer 2 pointed out, what exactly constitutes ‘traditional AI’ is of course equally ill-
defined as what constitutes embodied AI, especially since some traditional AI systems, e.g. 
the robot Shakey, are/were embodied in at least the physical sense (cf. Section 4). 



2.2 Embodied AI: Science vs. Engineering 

To some extent the somewhat unclear commitment to embodiment seems to arise 
from the fact that embodied AI has the ambition to combine science and engineering, 
and that physical embodiment is not equally important in both of them, or at least not 
important for the same reasons. As several authors have pointed out, AI generally can 
be viewed from at least two different, though intertwined perspectives: that of engi-
neering, mostly concerned with the design of artifacts (robots in the case of embodied 
AI), and that of science, mostly concerned with the understanding of natural systems. 
Furthermore, the latter can of course be broken down according to the different scien-
tific fields that use robots and/or other autonomous agents as modeling tools, for ex-
ample, cognitive science (e.g. [2, 25, 27]), neuroscience (e.g. [29, 35]), or the study of 
animal behavior (e.g. [39, 40]). 

While these distinctions appear fairly obvious, they receive surprisingly little atten-
tion in discussions of methodology in the field of embodied AI, where overly general 
statements such as “simulations are useless” or “Khepera robots are not real robots” 
or “existence proofs are not sufficient” often can be heard. While from an engineer-
ing point of view all of these statements might very well be correct, they do not nec-
essarily apply equally generally to the scientific use of autonomous agents as models 
of natural organisms. Steels, for example, explained the skepticism towards simula-
tions as follows: 
 

The goal is to build artifacts that are "really" intelligent, that is, intelligent in the physi-
cal world, not just intelligent in a virtual world. This makes unavoidable the construc-
tion of robotic agents that must sense the environment and can physically act upon the 
environment, particularly if sensorimotor competences are studied. This is why re-
searchers insist so strongly on the construction of physical agents ... Performing simula-
tions of agents ... is, of course, an extremely valuable aid in exploring and testing out 
certain mechanisms, the way simulation is heavily used in the design of airplanes. But a 
simulation of an airplane should not be confused with the airplane itself. [31] 

 
Obviously, Steels had a point there, and nobody would seriously question the view 

that simulations, however good they are, cannot fully capture the complexities of the 
physical world. Hence, simulations certainly have limited value in robot engineering. 
Furthermore, it can very well be argued that physically embodied, robotic systems 
make better models of animal behavior in cases where a real robot can made to inter-
act with (roughly) the same physical environment as the modeled animal, as in the 
case of Webb’s robot models of cricket phonotaxis [39], which could successfully be 
tested with real crickets (sounds), or the Pfeifer Lab’s Sahabot [19], which was actu-
ally tested in the Tunisian desert environments inhabited by the ant species whose 
navigation behavior it was supposed to model. 

However, it is far from clear to what degree this can be generalized to other cases 
of more general or abstract modeling. Are, for example, Vogt’s robotic models of 
adaptive language games [37], by virtue of their physical embodiment, better scien-
tific models than Steels’ partly physical, partly simulated Talking Heads [32] or their 
fully simulated counterparts [38]? After all, neither the robot bodies used nor their 
environments in any of the experiments have much of a similarity to their counter-
parts in human adaptive language games. Although from an engineering point of view 



the physical models certainly appear more interesting, from a scientific perspective 
there seems to be no strong reason why they necessarily should make better models. 
Quite the opposite, as argued in more detail elsewhere [44], in many cases simula-
tions, despite their obvious limitations, might have an important, complementary role 
to play, due to the fact that they allow for more extensive, more systematic and more 
replicable experimentation, which simply takes less time in simulation, as well as for 
experiments, e.g. with evolving robot morphologies (e.g. [4]), that can only be carried 
out in very limited form on real robots.  

Just as an aside, concerning the role of existence proofs, one should also distin-
guish between engineering and scientific modeling. While from an engineering point 
of view existence proofs certainly are of limited value (e.g. nobody would want to fly 
in an airplane that has been tested successfully once or twice), from a cognitive sci-
ence point of view they can be very valuable in the development of theories. Much 
connectionist cognitive modeling research, for example, has been concerned with 
providing concrete examples of neural networks exhibiting properties such as sys-
tematicity (e.g. [3,14]), which on purely theoretical grounds they had been argued not 
to be able to exhibit [12]. This is just one example, where existence proofs constrain 
and thus aid the development of cognitive-scientific theories. For this type of re-
search, both physical and simulated robots, with their respective benefits and draw-
backs, are useful tools in agent-based modeling [30], paying more attention to the in-
teraction of agents and environments than traditional computational cognitive 
modeling of mostly internal processes. 

3   Notions of Embodiment 

The aim of this section is to briefly overview some distinctions in conceptions of em-
bodiment that might be useful to import into discussion of embodied AI, in particular 
for the purpose of clarifying differences in theoretical frameworks and commitments 
in the field that usually remain hidden under a superficial agreement on (physical) 
‘embodiment’.  

Nunez made a useful distinction between trivial, material, and full embodiment 
[23]. Trivial embodiment simply is the view that “cognition and the mind are directly 
related to the biological structures and processes that sustain them”. Obviously, this is 
not a particularly radical claim, and consequently few cognitive scientists would re-
ject it (dualist philosophers of consciousness, on the other hand, might). According to 
Nunez, this view further “holds not only that in order to think, speak, perceive, and 
feel, we need a brain – a properly functioning brain in a body – but also that in order 
to genuinely understand cognition and the mind, one can’t ignore how the nervous 
system works” [23]. 

Material embodiment makes a stronger claim, but it is only about the interaction of 
internal cognitive processes with the environment, i.e. the issue of grounding, and 
thus considers reference to the body to be only required for accounts of low-level sen-
sorimotor processes In Nunez’s terms: “First, it sees cognition as a decentralized phe-
nomenon, and second it takes into account the constraints imposed by the complexity 
of real-time bodily interactions performed by an agent in a real environment” [23].  



Full embodiment, finally, is the view that the body is involved in all forms of hu-
man cognition, including seemingly abstract activities, such as language or mathe-
matical cognition [18]. In Nunez’s own words: 

 
Full embodiment explicitly develops a paradigm to explain the objects created by the 
human mind themselves (i.e., concepts, ideas, explanations, forms of logic, theories) 
in terms of the non-arbitrary bodily-experiences sustained by the peculiarities of 
brains and bodies. An important feature of this view is that the very objects created by 
human conceptual structures and understanding (including scientific understanding) 
are not seen as existing in an transcendental realm, but as being brought forth through 
specific human bodily grounded processes. [23] 

 
In a similar vein, Clark distinguished between the positions of simple embodiment 

and radical embodiment [8]. According to the former, traditional cognitive science 
can roughly remain the same; i.e. theories are merely constrained, but not essentially 
changed by embodiment. This is similar to Nunez’s view of material embodiment. 
The position of radical embodiment, on the other hand, very much compatible with 
Nunez’s full embodiment, is, as Clark formulated it, “radically altering the subject 
matter and theoretical framework of cognitive science” [8]. 

More recently, Wilson distinguished between six views of embodied cognition 
[41], of which only the last one requires full or radical embodiment whereas the first 
five might be considered variations or aspects of material embodiment: (1) cognition 
is situated i.e. it occurs “in the context of task-relevant inputs and outputs”, (2) cogni-
tion is time-pressured, (3) cognition is for the control of action, (4) we off-load cogni-
tive work onto the environment, e.g. through epistemic actions [16], i.e. manipulation 
of the environment ‘in the world’, rather than ‘in the head’, (5) the environment is ac-
tually part of the cognitive system, e.g. according to Clark and Chalmers’ notion of 
the ‘extended mind’ [9], and (6) ‘off-line’ cognition is body-based, which according 
to Wilson is the “most powerful claim” [41]. 

Finally, we have elsewhere [6, 43, 45] distinguished between the following views 
of embodiment and what kind of body it actually requires:  
 

− the view of embodiment as structural coupling between agent and environment, 
which does not necessarily require a physical body (e.g. [10, 13, 24);  

− the view of historical embodiment as the result of a history of structural cou-
pling and the resulting (mutual) adaptation of an agent to its ecological niche, 
which again does not necessarily require a physical body (e.g. [28]); 

− physical embodiment, in the sense discussed above, commonly found in the em-
bodied AI literature;  

− ‘organismoid’ embodiment, i.e. the view that cognition not only depends on a 
physical body, but that (organism-like) morphology plays a crucial role, a view 
also commonly found in embodied AI (e.g. [4, 27]); here we can further distin-
guish between the claim that the body mediates between internal processes and 
the environment (e.g. computational properties of materials that substitute of in-
ternal processing [26]), which is more in line with material embodiment, and the 
claim that the key to the embodiment of cognition is the sharing of neural cir-
cuitry between sensorimotor and more ‘abstract’, cognitive processes, which is 
more in line with full/radical embodiment and Wilson’s sixth claim;  



− organismic (or organismal) embodiment, i.e. the view that at least some aspects 
of mind (e.g. self and phenomenal experience) crucially depend on the autopoi-
etic, i.e. self-creating and –maintaining, organization of living bodies (e.g. 20, 
21, 33, 36, 43, 46, 47). 

4   Discussion: Implications for Embodied AI as Science 

Raising the question of different conceptions of embodiment in discussions of embod-
ied AI is sometimes dismissed as a philosophical issue of limited value to the practice 
of embodied AI research. It should be noted, however, that the questions raised in this 
paper, although they overlap with philosophical issues, are not themselves questions 
of philosophy, but questions of scientific methodology and practice, i.e. the kind of 
questions that any scientific community has to ask itself, e.g. what defines and sus-
tains a field as such, and the need for shared conceptions and agreed-upon terminol-
ogy. 

It has been pointed out in this paper that the identity of embodied AI, i.e. what it is 
that makes a particular type of AI research (or several, in this case) ‘embodied’, is far 
from clear. As mentioned before, from an engineering perspective, it seems fairly ob-
vious that embodied AI is about robotic, i.e. physically embodied systems. From the 
scientific perspective of AI as building models of natural cognition or intelligence, 
however, things are less clear.  

On the one hand embodied AI seems to be about physically embodied, i.e. robotic 
models of cognition. This matches the engineering perspective very well, and it al-
lows us to distinguish the approach of embodied AI from its traditional, cognitivist 
counterpart which predominantly used computer programs as models of cognition. 
However, if physical, robotic models of cognition is what embodied AI is about then 
one might ask why there is very little interaction between embodied AI research and 
the work of the type carried out, for example, in Reiter’s Cognitive Robotics Group at 
the University of Toronto3 which uses traditional, symbolic AI techniques, such as 
situation calculus, in real robotic systems, i.e. carrying on the type of AI that started 
with Stanford’s Shakey project in the 1960s. It seems quite obvious that, despite the 
use of physically embodied robots, not many embodied AI researchers would con-
sider this an example of embodied AI. In fact the type of symbolic knowledge repre-
sentation used in this type of AI is rejected outright by many proponents of embodied 
AI. The use of physically embodied robots then, after all, does not, at least not by it-
self, seem to be a distinguishing feature of embodied AI. 

On the other hand, for many embodied AI researchers, the term embodied seems to 
signify the conception of (embodied) cognition that is underlying their work. This 
then supposedly is the reason why the work of Reiter’s group, for example, would not 
count as embodied AI, because it supposedly is not based on a theoretical framework 
that conceives of cognition as embodied. However, this is not unproblematic either, 
since, as discussed in the previous section, in some sense(s) the work of Reiter’s 
group could very well be characterized as guided by the notions of simple, trivial or 

                                                           
3 For details see http://www.cs.toronto.edu/cogrobo/. 



material embodiment. Is then perhaps the conception of radical or full embodiment, 
i.e. the view that all of cognition is embodied or body-based, what distinguishes em-
bodied AI from non-embodied AI? Well, this does not seem to match the practice of 
embodied AI very well, as discussed above, since clearly not everybody in the field, 
perhaps not even a majority, would subscribe to a fully or radically embodied view of 
cognition, as previously illustrated by the case of air traffic control. Furthermore, if 
embodied AI was actually dedicated to building models of fully/radically embodied 
cognition, the community would have to ask itself why it has so little interaction with 
work of the type carried out by, for example, Lakoff, Feldman and Shastri’s Neural 
Theory of Language group at Berkeley4 that builds neuro-computational models of 
embodied cognition, in the full/radical sense, but sees no need for physically embod-
ied, robotic models. Is this not embodied AI, because it deals with non-embodied 
models?  

Since neither the use of physically embodied models nor the modeling of embodied 
theories of cognition seems to properly characterize the identity of embodied AI as 
cognitive-scientific modeling, one might ask if perhaps it is the combination of the 
two? That means, one might want to characterize embodied AI as the use of (physi-
cally) embodied systems in the modeling of embodied theories of cognition. But 
again, both of these would require a substantial re-definition of what we consider em-
bodied AI today, because, as discussed above, either you use a simple conception of 
embodiment and thereby include robotically-grounded-symbol-systems-type AI, 
which clearly is incompatible with current mainstream embodied AI, or you use the 
conception of radical/full embodiment as a theoretical framework, which would ex-
clude much of what is currently considered embodied AI.  

Finally, embodied AI does of course not necessarily have to adopt any coherent 
definition or theoretical framework, but can continue as the pluralistic research field 
that it currently is, addressing to some degree both computational and physically em-
bodied models of both non-embodied and embodied theories of cognition. However, 
this runs risk of confirming the old criticism that embodied AI is defined only in 
terms of what it is against (traditional AI, which itself is not well-defined either), 
rather than what it is about, and it might in fact be worth considering to further open 
up the field for research that is currently not considered embodied AI. Whatever the 
future of the field, embodied AI as a scientific endeavor would certainly benefit from 
further clarification of its own theoretical foundations and commitments.  
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