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Abstract

The effects of word recognition errors (WRE) in Spoken
Document Retrieval have been well studied and well re-
ported in recent Information Retrieval (IR) literature. Much
less experimental work has been devoted to studying the ef-
fects of WRE in Spoken Query Processing in IR. It is easy to
hypothesize that given the typical length of the user query,
the effects of WRE in spoken queries on the performance of
IR systems must be destructive. The experimental work re-
ported in this paper intends to test that. The paper reports
on the background of such a study, on the construction of a
suitable test collection, on the first experimental results ob-
tained and on the limitations of the study. The results show
that classical IR techniques are quite robust to considerably
high levels of WRE rates in spoken queries (roughly below
40%), in particular for long queries.

1 Introduction

The effects of word recognition errors (WRE) in spoken
documents on the performance of an Information Retrieval
(IR) system have been well studied and well documented in
recent IR literature. A large part of the research in this direc-
tion has been promoted by the Spoken Document Retrieval
(SDR) track of TREC (see for example [9]). In the context
of the SDR track participants carry out a number of retrieval
runs on a collection of spoken documents. The collection is
relatively large from a speech recognition perspective, but
small from an IR perspective. Almost invariably these doc-
uments are processed by a speech recognition (SR) system
and transcripts for these documents are fed to a classical
(textual) IR system. Naturally, given the limitations of cur-
rent automatic SR technology, these transcripts will con-
tain a number of errors that will make the transcripts differ

�Current author’s address: Department of Computer Science, Uni-
versity of Strathclyde, Glasgow G1 1XH, Scotland, UK. Email:
fabioc@cs.strath.ac.uk

from the perfect (human generated) transcript. Participants
of the SDR track are also provided with a number of textual
queries, and a typical retrieval run consists in retrieving a
number of spoken documents in response to a textual query
using the document transcripts. The indexes that the IR sys-
tem uses are generated from the SR transcripts. In many as-
pects a SDR run is similar to an “ad hoc” run (i.e. a standard
retrieval of textual documents in response to textual query),
since documents have to be ranked by their evaluated rele-
vance to a query, using a representation of the document and
query content that is dependent upon the model used by the
IR system. The main difference between an ad hoc run and
a SDR runs is in the quality of the document representation,
and therefore of the indexes, used by the IR system. While
in an ad hoc run document representations are “certain”, in
a SDR run they are “uncertain”, and they may differ consid-
erably from the reality (i.e. the perfect transcript) depending
on the quality of the SR process.

This additional uncertainty in the IR process has been
tackled in many different ways by TREC SDR partici-
pants [15, 14, 6, 1]. The most effective techniques em-
ployed make use of various forms of document expansion
(see for example [15, 6]). However, it has been noted that
for long documents and for reasonable levels of average
Word Error Rates (WER), the presence of errors in docu-
ment transcripts does not constitute a serious problem. In
a long document, where terms important to the character-
ization of the document content are often repeated several
times, the probability that a term will always be misrecog-
nized is quite low and there is a good chance that a term will
be correctly recognized at least once. Variations of classi-
cal IR weighting schemes (for example giving lesser im-
portance to the within document term frequency) that are
able to cope with reasonable levels of WER have been pro-
posed [15], but these solutions were found not effective for
short documents.

Very little research work has been devoted to studying
the effects of WRE in Spoken Query Processing (SQP). A
spoken query can be considered similar to a very short doc-



ument and high levels of WER may have devastating effects
on the performance of the IR system. In a query, like in a
short document, the misrecognition of a term may cause it
to disappear completely from the query representation and,
as a consequence, a large set of potentially relevant docu-
ments indexed using that term will not be retrieved. Tech-
niques making use of automatic query expansion based on
semantic term similarity [20] may not be useful, given the
uncertainty associated to the terms present in the query rep-
resentation and upon which the query expansion should be
based. The combination of semantic and phonetic similari-
ties for query expansion is currently being investigated [5].

In this paper we present the results of an experimental
study of the effects of WRE in spoken queries on the ef-
fectiveness of a SQP system. To the best of my knowledge
there is only one other similar study, by Barnett et al. [2].
This work is more complete than Barnett et al. and uses
a more classical, similarity-based, IR system that was not
fine-tuned to the test collection used. I believe the results
of this study are more general and generalizable than those
reported by Barnett et al..

The paper is structured as follows. Section 2 describes
the background and the motivations of the work. In this con-
text, section 3 points out some important research issues.
Some of these issues will be addressed in the remainder of
the paper by means of an experimental analysis. Section 4
presents the experimental environment of the analysis, the
results of which are reported and discussed in section 5.
Section 6 proposes some techniques for overcoming some
of the problems found with dealing with spoken queries and
high levels of WER. The conclusions of the study and direc-
tions of future work are reported in section 7.

2 Information Retrieval and Speech: the
SIRE Project

The background of the work reported in this paper is re-
lated to theSonification of an Information Retrieval Envi-
ronment (SIRE) project. The main objective of the project
is to enable a user to interact (i.e. submit queries, com-
mands, relevance assessments, and receive summaries of
retrieved documents) with a probabilistic IR system over a
low bandwidth communication line, like for example a tele-
phone line. A first prototype system, calledInteractive Vo-
cal Information Retrieval System (IVIRS), is currently be-
ing developed [4]. An outline of the system specification of
the prototype is reported in figure 1.

IVIRS works in the following way. A user connects to
the system using a telephone. After the system has recog-
nized the user by means of a username and a password, the
user submits a spoken query to the system. The Vocal Dia-
log Manager (VDM) interacts with the user to identify the
exact part of the spoken dialogue that constitutes the query.
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Figure 1. Schematic view of the IVIRS proto-
type

The query is then translated into text and fed to the proba-
bilistic IR system (PIRS). Additional information regarding
the confidence of the speech recognizers is also fed to the
PIRS. The PIRS searches the textual archive and produces a
ranked list of documents, and a threshold is used to find the
set of documents regarded as very likely to be relevant (this
feature can be set in the most appropriate way by the user).
The user is informed on the number of documents found to
be relevant and can submit a new query or ask to inspect the
documents found. Documents in the ranked list are passed
to the Document Summarization System that produces a
short representation of each document that is then read to
the user over the telephone using the Text-to-Speech mod-
ule of the VDM. The user can wait until a new document is
read, ask to skip the document, mark it as relevant or stop
the process altogether. Marked documents are stored in a
retrieved set and the user can proceed with a new query if
he wishes so. A document marked as relevant can also be
used to refine the initial query and find additional relevant
documents by feeding it back to the PIRS. This interactive
relevance feedback process can go on until the user is sat-
isfied with the retrieved set of documents. Finally, the user
can ask the documents in the retrieved set to be read in their
entirety or sent to him via the Document Delivery System.

A prototype implementation of IVIRS enabling journal-
ist to access newspapers archives while out on an assign-
ment, is currently in progress [4]. A “divide and conquer”
approach has been followed, consisting of dividing the im-
plementation and experimentation of IVIRS in the paral-
lel implementation and experimentation of different com-
ponents. Work carried out so far has concentrated on imple-
menting and experimenting with the Document Summariza-
tion System [19], the Text-to-Speech and Speech-to-Text
modules of the VDM [18], and the Document Delivery Sys-



tem.

3 Issues Related to the Use of Spoken Queries
in Information Retrieval

One of the underlying assumptions of the design of
IVIRS is that the spoken queries could be recognized by
the VDM with a level of correctness as to enable their ef-
fective use by the PIRS. As already mentioned, a number of
studies have been devoted to studying the effects of WRE
in SDR, but much less research has addressed the effects of
WRE in SQP. It has to be recognized that SQP poses a num-
ber of additional challenges compared with SDR. The most
important ones are:

1. query processing needs to be performed on-line and
“almost” real time, while spoken document recogni-
tion and indexing can be performed off-line;

2. queries are usually much shorter than documents and
WRE may have more serious effects on them;

3. we may have very little training data on the voice of
each user and we may have a large number of different
users in different acoustic conditions.

In SDR, spoken documents are almost always processed
off-line using large vocabulary SR techniques. This is due
to the computationally intensive nature of the SR process.
The time required by a SR system to process a spoken doc-
ument depends on the length of the document, on the sys-
tem and on the machine the SR system is operating. It is not
unusual to require 200 time units to process one time unit
of speech [9]. This does not constitute a serious problem in
SDR, where spoken document are processed off-line to pro-
duce transcripts and the transcripts are processed off-line to
produce IR indexes. SQP, on the other hand, requires that
queries are processed on-line, at the time they are submitted
by the user. A spoken query needs to be speech-processed
and a transcript needs to be produced at the time the query
is submitted. In addition the transcript needs to be indexed
and matched against the IR document indexes on-line, as it
is done in any text-based IR application. It has been ob-
served that user satisfaction with an IR system is dependent
also upon the time the user spends waiting for the system to
process the query and display the results [3]. Therefore it is
advisable that this time is kept short, in the order of seconds.
Although queries are usually much shorter than documents
and therefore the time necessary to speech-process them is
shorter, this requirement should still be kept in mind when
designing SQP systems.

The second issue is related to the effectiveness of SQP.
It is a well known fact in textual IR that short queries are

less effective than long queries in finding relevant docu-
ments [16]. This is in large part due to the so called “term
mismatch problem”. The causes of this problem are related
to the fact that users of IR systems often use different terms
to describe the concepts in their queries than the authors
use to describe the same concepts in their documents. It has
been observed that two people use the same term to describe
the same concept in less than 20% of the cases [7]. It has
also been observed that this problem is more severe for short
casual queries than for long elaborate ones since, as queries
get longer, there is a higher chance of some important term
co-occurring in the query and the relevant documents [21].
The term mismatch problem does not have only the effect
of hindering the retrieval of relevant documents, it has also
the effect of producing bad rankings of retrieved documents.
The term mismatch problem becomes more severe when it
is combined with the “term misrecognition” problem. In
fact, the misrecognition of a spoken query term may cause
the term to disappear completely from the query represen-
tation or, even worse, to be replaced by a different term.
Because of the term misrecognition problem a large set of
potentially relevant documents indexed using that term may
not be retrieved. We shall see in the experimental analy-
sis reported in the remainder of this paper how severe this
problem really is.

The third issue is related to the difficulty of correct
recognition of terms in a spoken query. SR systems usu-
ally rely on some training data to fine-tune the SR system
on the data to be recognized. The training data is usually
very similar to the data to be recognized, so that some of the
parameters of the SR process can be tuned on the data. In
SDR this testing and tuning of the system is almost always
performed. However, this may not be possible in SQP, since
it may be the first time the user submits a query (so no pre-
vious data are available on the user voice and vocabulary to
be used to fine-tune the system) or the acoustic conditions
may be different (for example, the user may be submitting
the query in a different acoustic environment or using a dif-
ferent microphone). The lack of training data may cause
the performance of the SR process to be poor and spoken
queries may have exceptionally high WER.

The effects of the above issues on the effectiveness of an
IR system engaged in SQP have not been fully studied yet.
The work reported in this paper tries to partially amend this
lack.

4 The Experimental Environment

In order to experiment the effects of WRE in SQP a suit-
able test environment needs to be devised. Classical IR
evaluation methodology suggests that we use the following:

1. a collection of textual documents;



Data sets: WSJ 1990-92
Num. of doc. 74.520
Size in Mb 247
Num. of queries 35
Unique terms in doc. 123.852
Unique terms in queries 3.304
Avg. doc. length 550
Avg. doc. length (unique terms) 180
Avg. query length (with stopterms) 58
Avg. query length (without stopterms) 35
Med. query length (without stopterms) 28
Avg. num. of rel. doc. per query 30

Table 1. Characteristics of the Wall Street
Journal 1990-92 document collection.

2. a set of spoken queries recognized at different levels of
WER with associated relevance assessments;

3. an IR system.

The next sections report on the characteristics of the data
and system used in this experimentation.

4.1 The Document Collection

Since to the best of my knowledge there is no test collec-
tion available with spoken queries, it was necessary to gen-
erate it from an existing textual collection. The document
collection we used is theTREC-5 B, a subset of the col-
lection generated for TREC 5 [10]. The collection is made
of the full text of articles of the Wall Street Journal (years
1990-92). Some of the characteristics of this test collection
are reported in table 1.

In this work we used the full text of documents after the
SGML tags were removed. No use of the HL (headline) or
LP (leading paragraph) tags was made, as opposed to most
system participating in TREC; the text of all sections of the
document was considered indistinctively.

4.2 Spoken Queries

We used a set of35 queries (topics 101-135 of TREC 5)
with the corresponding set of relevant documents. Some of
the fields of the query were not used in the experiments re-
ported in this paper. In fact, the only fields used were title,
description, and concepts. The text in these fields was con-
sidered indistinctively. This made the queries short enough
to be a somewhat more realistic examples of “real” user
queries.

Since the original queries were in textual form, it was
necessary to produce then in spoken form and have then

recognized by a SR system. This work was carried out by
Jim Barnett and Stephen Anderson of Dragon Systems Inc.

Barnett and Anderson had one single (male) speaker dic-
tate the queries. The spoken queries were then recognized
by Dragon’s research LVCSR system, a SR system that has
a 20.000 vocabulary and a bigram language model trained
on the Wall Street Journal language model. By altering the
width of the beam search1, transcripts at different levels of
WER were generated. More details on the actual process
used in generating these different sets of transcripts are not
important for the experimentation reported in this paper and
can be found in [2]. Different sets of transcripts for the
query set were generated. The error characteristics of these
sets of transcripts (we shall refer to them as query sets) are
reported in table 2.

Notice that each query set has been denoted with a name
that refers to the approximated average WER of that set
(i.e. the “Avg. % Error”). The set identified by0 (not re-
ported in the table, but reported in the figures as a reference
line) is the perfect transcript.

4.3 The Information Retrieval System

The system used for the work reported in this paper is
an experimental IR toolkit developed at Glasgow Univer-
sity by Mark Sanderson [13]. The system is a collection of
small independent modules each conducting one part of the
indexing, retrieval and evaluation tasks required for classic
IR experimentation. The modules are linked in a pipeline
architecture communicating through a common token based
language. The system is implemented on the UNIX operat-
ing system which, with its scripting and pre-emptive multi-
tasking is eminently suitable for supporting such a modu-
lar architecture. This system was used by the Glasgow IR
group for submissions to several TREC conferences, and it
was chosen as the IR platform for the experiments reported
in this paper because it implements a model based on the
classicaltf � idf weighting schema.

The idf (inverse document frequency) formula used by
the system is:

idf(ti) = �log
ni

N

whereni is the number of documents in which the term
ti occurs, andN is the total number of documents in the
collection.

Thetf (term frequency) is defined as:

tfi;j =
log(freqi;j + 1)

log(lengthj)

1The beam width was chosen as the major parameter to alter because it
was believed that this yields relatively realistic recognition errors.



Query sets 27 28 29 34 35 47 51 75

Avg. % Substitutions 18.8 19.1 20.0 22.7 24.2 31.5 35.5 49.8
Avg. % Deletions 2.6 2.6 2.6 2.6 2.6 3.0 4.2 2.9
Avg. % Insertions 6.0 6.0 6.6 8.4 7.8 12.4 11.3 21.8
Avg. % Errors 27.4 27.7 29.2 33.6 34.6 46.8 51.0 74.5
Avg. % Sentence Errors 39.1 40.0 40.4 42.2 47.0 51.3 56.7 66.5

Table 2. Characteristics of the different query sets.

wherefreqi;j is the frequency of termti in documentdj ,
andlengthj is the number of unique terms in documentdj .

The RSV of a document with respect to a query is evalu-
ated by applying a similarity measure, such as the dot prod-
uct, to the document and query representation obtained us-
ing thetf�idf weighting schema. In other words, the score
for each document is calculated by summing thetf � idf

weights of all query terms found in the document:

RSV (dj ; q) =
X

ti2q

idf(ti) � tfi;j

In the IR literature there exist many variations of this
classic formula depending on the way thetf and idf

weights are computed [8]. We chose this one because it
is the weighting scheme we are most familiar with. Other
weighting schemes may prove to be more or less effective.

4.4 The Evaluation Methodology

The main IR effectiveness measures are Recall and Pre-
cision.Recall (R) is defined as the portion of all the relevant
documents in the collection that has been retrieved.Preci-
sion (P) is the portion of retrieved documents that is relevant
to the query. These values are often displayed in tables or
graphs in which precision is reported for standard levels of
recall (from0:1 to 1:0 with 0:1 increments).

We should remind that, experimentally, these measures
have proved to be related in such a way that high precision
brings low recall and vice versa. In other words, if one de-
sires high precision, has to accept low recall, and vice versa.

In order to give a measure of the effects on the effec-
tiveness of the IR system of different WER in the spoken
queries, a number of retrieval runs were carried out and pre-
cision and recall values were obtained. The results reported
in the following tables and graphs are averaged over the en-
tire sets of35 queries.

5 Effects of Word Recognition Errors in Spo-
ken Queries on the Effectiveness of a SQP
System

This section reports some of the results of the experimen-
tal analysis of the effects of WRE in SQP. Not all the results

of the experiments carried out are presented, only the most
interesting ones.

5.1 Effects of WRE on a Standard IR System Con-
figuration

The first analysis was directed towards studying the ef-
fects of different WERs in spoken queries on the effective-
ness of an IR system using a standard text-based parame-
ters configuration. The parameters configuration most com-
monly used in textual IR employs thetf � idf weighting
scheme on terms extracted from documents and queries.
Extracted terms are first compared with a stoplist, i.e. a
list of non content-bearing terms. Terms appearing in the
stoplist are removed. The remaining terms are subject to
a stemming and conflation process, in order to further re-
duce the dimensionality of the term space and to avoid a
high incidence of the term mismatch problem. In the exper-
iments reported here a standard stoplist [8] and the stem-
ming and conflation algorithm commonly known as “Porter
algorithm” were used [12]. Figure 2 depicts the effects of
different WERs in queries on the effectiveness of the IR
system using the above standard text-based configuration.
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Figure 2. Results using the tf � idf weighting
scheme and the Porter stemming.

Naturally, it can be noted that the best results are ob-



tained for the perfect transcript (the transcript0), and there
is a degrade in effectiveness that is related to the WER.
Higher WERs cause lower effectiveness. An attentive
reader can notice that the reference effectiveness (the one
obtained with the perfect transcript) is quite low, especially
compared with the level of effectiveness of other IR systems
using the same collection, whose performance data can be
found in the TREC Proceedings. The reason for these re-
sults is due to the fact that no precision enhancement tech-
nique, like for example the use of noun phrases or pseudo
relevance feedback, was employed in the experimentation
reported in this paper. This is a deliberate choice, since
it was felt that the use of such techniques would not have
allowed a “clean” analysis of the effects of WRE on IR ef-
fectiveness.

Figure 2 also shows that for WERs ranging from 27%
to 47% there is not much difference in effectiveness. The
little difference that can be seen in the figure is not statis-
tically significant. Moreover, some higher levels of WER
seem to do better that lower ones; this again is not statisti-
cally significant. Serious losses of effectiveness can only be
observed at over 50% WER. We can then conclude that the
standard IR is quite robust to WRE in spoken queries.

5.2 Effects of WRE on Different IR System Con-
figurations

In order to study the effects of WRE on the effectiveness
of SQP, a large number of experiments using the reference
IR system were carried out. In these experiments some of
the parameters of the IR process were changed to study their
effects on the effectiveness on the SQP task in relation to the
different levels of WER.

Figure 3 shows the effect on IR effectiveness of the re-
moval of the stemming phase of the indexing. Stemming
has been proved to generally improve performance in tex-
tual IR [8]. Surprisingly, stemming seems to have the oppo-
site effect in SQP, so much that the removal of such a phase
actually improves effectiveness. There is no clear explana-
tion for this phenomenon. The effect (either positive or neg-
ative) of stemming on the query terms should be very little
and should not affect the performance of an IR system, but
this is not what these results show. A deeper analysis needs
to be carried out to study this effect, looking at single query
terms, before these conclusions could be generalized. This
will be the object of future work.

Another interesting phenomenon can be observed in
figures 4 and 5. Here the classictf � idf weighting
scheme was substituted by a weighting scheme that only
uses collection-wide information, theidf weight, and where
the frequency of occurrence of a term in a document is not
considered. It is again surprising to observe that theidf

weighting scheme produces the same level of effectiveness
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Figure 3. Results using the tf � idf weighting
scheme and no stemming.

thantf � idf . This is in contrast to what generally happens
in textual IR, where within document frequency constitutes
important information for the weighting scheme [8]. More-
over, figure 5 confirms that the use of stemming is detri-
mental to the effectiveness of an IR system in SQP, as al-
ready observed previously in figure 3. However, since these
results can also be observed for the run using the perfect
transcript, we could attribute them to idiosyncrasies of the
particular collection used. More experimentation, in partic-
ular with other collections, is needed to analyze fully this
phenomenon before making any dangerous generalization.
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Figure 4. Results using the idf weighting
scheme and the Porter stemming algorithm.

Other experiments involving the use of different versions
of thetf weighting scheme and of different sizes of stoplists
did not produce significantly different results from the ones
reported here and will not be presented.



Query sets 0 27 28 29 34 35 47 51 75

10 0.40 0.34 0.33 0.32 0.30 0.28 0.28 0.22 0.12
20 0.32 0.26 0.27 0.28 0.24 0.21 0.23 0.16 0.10
30 0.27 0.22 0.22 0.20 0.18 0.17 0.17 0.12 0.06
40 0.24 0.17 0.18 0.18 0.16 0.14 0.14 0.10 0.05
50 0.21 0.13 0.14 0.14 0.12 0.10 0.13 0.08 0.04
60 0.16 0.09 0.09 0.08 0.08 0.07 0.07 0.05 0.02
70 0.13 0.07 0.07 0.06 0.06 0.05 0.05 0.04 0.02
80 0.09 0.05 0.05 0.04 0.04 0.03 0.03 0.03 0.01
90 0.06 0.03 0.03 0.02 0.02 0.02 0.02 0.01 0.00
100 0.03 0.02 0.02 0.01 0.01 0.01 0.01 0.00 0.00
Avg. Prec. 0.22 0.16 0.16 0.16 0.13 0.13 0.14 0.11 0.07

Table 3. Precision values for standard levels of recall for the different query sets, using the “idf-no-
porter” weighting scheme.
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Figure 5. Results using the idf weighting
scheme and no stemming.

Table 3 reports the best results obtained in the exper-
imentation, which are obtained with theidf weighting
scheme without the use of stemming and with a standard
stoplist. We can notice that for levels of WERs ranging
from 27% to 47% there is no significant difference in perfor-
mance. Significant low levels of effectiveness can be found
for 75% WER, where the number of errors in the query is
so large that what is left of the original query is not enough
to work on.

One of the possible explanations of the fact that classi-
cal IR techniques are considerably robust to high levels of
WER, can be found in the kind of errors that a SR system
produces on the query. It is a known fact that SR produces
more errors in short words than in long words. Short words
are not very useful for IR purposes, since they are mostly
non content-bearing words, many of which can be found

in the stoplist. So, as long as the WER is relatively low,
mostly short functional terms are affected. When the WER
is higher, longer words are affected too and since these
words are generally very important in IR, we have a con-
siderable degradation in the effectiveness of the IR process.

5.3 Effects of WRE and Query Length

Another series of experiments was conducted to test the
robustness of the IR process in relation to query length. It
is intuitive to think that the same WER would have a much
more detrimental effect on short queries than on long ones.
A 50% WER means that on average half of the terms in a
query are misrecognized. So, if a query is 20 terms long,
only about 10 terms are correct. These 10 remaining terms
could still be sufficient to identify relevant documents, as
long as the misrecognized terms do not change the query
too much. We can imagine the effect of a 50% WER to be
higher if the query is only 10 terms long. There might be
not enough information in the 5 correctly recognized terms
to identify relevant documents.

Table 4 reports the average precision values for short and
long queries and compare these data with the overall aver-
age precision at different levels of WER. Short queries are
queries with less than 28 terms, and long queries those with
more than 28 terms; where 28 terms is the median length
of a query. The average number of terms in a query, af-
ter stopterm removal is 35, therefore there are a number of
considerably long queries raising the average. We can no-
tice that short queries have a lower average precision for any
level of WER, while long queries have a higher average pre-
cisions for any level of WER. This proves the intuition that
long queries are more robust to WRE than short queries.
The strange behavior of the IR system for the 47% WER,
that gives better performance than some lower WERs, can



Query sets 0 27 28 29 34 35 47 51 75

Avg. Prec. overall 0.22 0.16 0.16 0.16 0.13 0.13 0.14 0.11 0.07
Avg. Prec. short q. 0.19 0.13 0.13 0.12 0.10 0.10 0.09 0.05 0.03
Avg. Prec. long q. 0.24 0.19 0.20 0.20 0.15 0.16 0.18 0.16 0.11

Table 4. Average precision values for the different query sets, using long or short queries with the
“idf-no-porter” weighting scheme.

be explained by the correct recognition of one or more im-
portant terms that enabled the IR system to find one or
more relevant documents than with queries at lower levels
of WER. This event should be considered not uncommon
and can only be ruled out by experiments with larger sets of
queries.

Table 5 reports also the median precision values for short
and long queries and compare these data with the overall
median precision at different levels of WER. We can ob-
serve here a similar better behavior of the IR system with
long and short queries. However, we should notice that the
median values for all levels of WER are always better than
the average values, suggesting that some queries give very
bad performance as to lower the average. It will be neces-
sary to exploit other techniques to improve the performance
of the IR system for these queries. The next section pro-
vide some indications of what techniques could be used to
improve the performance of a SQP system.

6 Techniques for Improving SQP

Given the acceptable level of effectiveness of SQP at lev-
els of WER roughly below 40%, we can conclude that it will
be quite likely that in the firstn retrieved documents (with
n dependent on the user’s preference and usually less than
10) there will be some relevant ones. In a previous study
we have tested the ability of the user to understand if a doc-
ument is relevant to the user’s information need when the
document is presented in the form of a short spoken sum-
mary [18]. This scenario is consistent with the goals of the
SIRE project. That study showed that the user is indeed
able to perceive the relevance of a document presented in
the form of a spoken summary. This result, together with
the results reported in this paper enable us to conclude that
relevance feedback [8] could be a good strategy to improve
effectiveness in a SQP task. The user could find at least
one relevant document and feed it back to the IR system
which will expand the initial query (therefore also recover-
ing some of the problems due to short queries) and enable to
find more relevant documents. Some technique can also be
used to recover some of the WRE in the original query by
means of the information provided by the relevance feed-
back.

Another finding of the study reported in this paper is
that long queries are much more robust to high levels of
WER than short queries. For this reason, in the design of
the VDM for the IVIRS we will have to exploit dialogue
techniques that will elicit the longest possible queries from
the users. This is consistent with results of other projects
(see for example [11]), and there exists already a number of
techniques that we might be able to use in this context [17].

7 Conclusions and Future Work

This paper reports on an experimental study on the ef-
fects of WRE on the effectiveness of SQP system. The re-
sults show that classical IR techniques are quite robust to
considerably high levels of WER (up to about 40%), in par-
ticular for long queries.

However, the experimentation reported here falls short in
a number of ways:

� The queries used are too long and not really repre-
sentative of typical user queries (although some ini-
tial unpublished user studies on spoken queries indi-
cates that spoken queries are usually longer than writ-
ten queries).

� The WERs of the queries used in this experimenta-
tion were typical of “dictated” spoken queries, since
this was the way they were generated. Dictated speech
is considerably different from spontaneous speech and
easier to recognize. We should expect spontaneous
spoken queries to have higher levels of WER and dif-
ferent kinds of errors.

� The queries used in this experimentation were gener-
ated artificially from queries spoken in a laboratory en-
vironment. It is known that telephone speech is more
difficult to recognize than laboratory speech. In addi-
tion, transcripts from telephone speech have different
types of errors than laboratory speech. This experi-
mentation needs to be repeated with queries that are
closer to the operative conditions of IVIRS.

Future work will be directed towards overcoming some
of the above limitations. Moreover, future work will inves-
tigate the use of relevance feedback as a way of recovering



Query sets 0 27 28 29 34 35 47 51 75

Med. Prec. overall 0.27 0.22 0.22 0.20 0.18 0.17 0.17 0.12 0.06
Med. Prec. short q. 0.23 0.17 0.17 0.17 0.15 0.14 0.13 0.10 0.04
Med. Prec. long q. 0.28 0.23 0.24 0.24 0.19 0.19 0.21 0.17 0.11

Table 5. Median precision values for the different query sets, using long or short queries with the
“idf-no-porter” weighting scheme.

WRE and as a way of improving the effectiveness of the
IR process with spoken queries. The use of relevance feed-
back in a sonified IR environment will also be studied in
conjunction with spoken dialogue techniques for eliciting
longer queries from the user. We expect that the combina-
tion of relevance feedback and longer queries will produce
considerably better results for any level of WER.
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