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Abstract

In this paper, we propose a method of text retrieval from document images using a similarity
measure based on an N-Gram algorithm. We directly extract image features instead of using optical
character recognition. Character image objects are extracted from document images based on
connected components first and then an unsupervised classifier is used to classify these objects. All
objects are encoded according to one unified class set and each document image is represented by
one stream of object codes. Next, we retrieve N-Gram slices from these streams and build document
vectors. Lastly, we obtain the pair-wise similarity of document images by means of the scalar product
of the document vectors. Four copora of news articles were used to test the validity of our method.
During the test, the similarity of document images using this method was compared with the result of
ASCII version of those documents based on the N-Gram algorithm for text documents.
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1. Introduction

The Singapore National Library archives the entire set of past issues of maor newspapers in
Singapore. All issues of the newspaper are in microfilms carefully preserved in the National Library
[1]. Many researchers have frequented the microfilm section of the Singapore National Library with a
wide variety of interests. It is thus proposed that the microfilm images be digitized to facilitate
retrieval of relevant news articles based on text similarity.

There are many ways to measure text similarity of documents. One way is to anayze the
similarity of the documents' contents based on semantics but this needs a large amount of processing
time and is dependent on the specific language used. Another way is to use a statistical method to
gauge the text similarity directly without the need to understand the meaning of documents. A
common statistical method is N-Gram algorithm. This method is easy to implement without too much
processing time. Many researchers have used it to classify document texts.

There are two methods to retrieve information from document images. One is the retrieval based
on optical character recognition (OCR) followed by the usual text retrieval techniques. However,
OCR systems are not perfect and they require significantly more processing time than gauging

similarity. Another approach is the retrieval based on the image content. This does not require



language identification. This paper adopts the latter approach by gauging the similarity of document
images using an N-Gram algorithm without the recognition of the characters.

The remainder of this paper is organized as follows. Section 2 surveys related works in text
retrieval of electronic texts as well as document images. Section 3 describes the feature extraction
process to detect and classify character objects from the document images. Section 4 presents the N-
Gram algorithm that measures the text similarity based on the character objects extracted. Section 5
discusses experimental results that confirm the validity of the proposed model. Finally, conclusions

and future work are given in Section 6.

2. Related Works

Over the past few decades, methods of categorisation and retrieval of machine-readable texts [2-
4] had been proposed. They have relied on self-evident utility of words, sentences, and paragraphs for
sorting, categorising, and retrieving texts. Furthermore, various means of suppressing uninformative
words, removing prefixes, suffixes, and endings, interpreting inflected forms, etc. have been
developed. Depending on the application, these methods share a number of potential drawbacks: they
require a linguist or a polyglot for initial set-up and subsequent tuning, they are vulnerable to variant
spellings, misspellings, and random character errors, and they tend to be both language-specific and
domain-specific.

The purely statistical characterisation of text in terms of its constituent N-Grams (sequences of N
consecutive characters) [5] has been applied to text analysis and document processing, including
spelling and error correction [6-12], text compression [13], language identification [14-15], and text
search and retrieval [16-17]. Basing on this statistical characterisation, M. Damashek [18] has
proposed a simple but novel vector-space technique that makes sorting, clustering and retrieval
feasiblein alarge multilingual collection of documents.

Damashek’ s method does not rely on words to achieve its goal, and no prior information about the
document content or language is required. It only collects the frequency of each N-Gram to build a
vector for each document and the processes of sorting, clustering and retrieval can be implemented by
measuring the similarity of the document vectors. It is language-independent. A little random error
only influences a small quantity of N-Grams and will not change the total result. This method thus

provides a high degreee of robustness.



Text in document images is a more complicated matter for text retrieval. One common method is
to convert it to machine readable text using optical character recognition (OCR) first and then use the
usual text retrieval techniques. However, character recognition systems are not perfect and they
require a significant amount of processing time. Furthermore, OCR is language-dependent. A typical
system can only recognize one or severa languages. We need to know the specific language in the
document beforehand.

Another approach is to retrieve information based on the image content directly. This does not
require language identification. Recently, several researchers have made such an attempt in a number
of applications. For example, F. R. Chen and D. S. Bloomberg [19-20] have described a method for
automatically selecting sentences for creating a summary from a document image without recognition
of the characters in each word. They build word equivalence classes by using a rank blur hit-miss
transform to compare word images and use a statistical classifier to determine the likelihood of each
sentence being a summary sentence. Hull and Cullen [21] have proposed a method to detect
equivalent document images by matching the pass codes of document. They create a feature vector
that counts the numbers of pass codes in each cell of afixed grid in the image and equivalent images
are located by applying the Hausdorff distance to the feature vectors.

Other researchers have also proposed methods to retrieve text directly from non-English
document images. For instance, Y. He et a [22] have proposed an index and retrieval method for
Chinese document images based on stroke density code. Language classification of multilingual
documents is another field having been researched. A. L. Spitz et a [23-24], C. Y. Suen et a [25] and
C. L. Tan et d [26] have developed systems to identify Latin-based languages, Han-based languages
and other languages using the character shape coding [27].

3. FeatureExtraction

Figure 1 outlines the steps in gauging the similarity of document images based on content. To
identify the features, character objects in the predominant font are extracted from the document
images and then character object equivalent classes are identified based on shape similarity. From
several sets of classes, one unified class set can be estimated. The objects, which belong to the same
class, are assumed to represent the same identity. Layout analysis is performed to determine the
reading order of character objects. An object sequence can be obtained from each document image.

Thisinformation is used to calculate the similarity of document images using the N-Gram al gorithm.



3.1 Character Object

In document images, there are three kinds of character objects. The first is the isolated characters,
that have each only one connected component. The second is also isolated characters, but they each
have more than one connected component, such as lower characters “i” and “j”. The third kind is the
characters that are connected to each other, such as “ft” and “ff”. Character objects can be extracted
by measuring the connected components in the image and comparing the relative positions of
adjacent components. Thus a character object contains only one connected component or severa
connected components, which have unambiguous rel ative positions.

We divide the document image into many rectangle zones and each zone contains one character
line. The comparison of the relative positions of connected components is restricted to the interior of
each zone. The components, which are in different zones, belong to different character objects. So,
these components can be expressed as Cij, where i is the number of zone and j is the order number of
connected components in each zone from left to right. If the horizontal overlapping extent in C;; and
Ci;+1 Is larger than a threshold, they belong to same character object. Otherwise, they belong to
different objects.

Punctuation does not have special meaning in the N-Gram algorithm. It is wasteful to spend too

much time processing punctuation marks. In general, the height of a punctuation mark isless than that
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Figure 1. Gauging the similarity of document images based on content

of a character. So, when character objects have been retrieved, we do an additional operation to filter
small objects whose width or height is less than a pre-determined threshold. Most of the punctuation
marks and noise will be removed in this manner.

Figure 2 shows the result of character object retrieval. Item (@) is the original document image.

Item (b) outlines the zones of character lines and item (c) shows the extracted character objects.
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Figure 2. Extraction of character objects

3.2 Character Object Class

In newspapers, the text may be printed in different font sizes and font styles. The main body of
text is usually printed in one font, which is generally the predominant font, whereas headings and
captions may appear in avariety of fonts. For gauging similarity of document images, only text in the
predominant fonts is considered. To identify characters, an unsupervised classifier is used to place
each character object into aset of classes. Each classis regarded as representing a unique identity.

For each character object, we use two vectors to store the object features: Vertical Traverse
Density (VTD) Vector and Horizontal Traverse Density (HTD) Vector. Samples of HTD and VTD
are shown in Figure 3.

For two character objectsi and j, their distance d;; will be calculated by the following function:
d;; =diff (HTD, ,HTD ;) +diff (VTD, VTD ) )

where, diff (,V,) is a function to calculate the distance between the two vectors V, and V;. We

assume tha n, and n; ae the dimensions of vectors V, and V, , respectively, and

V.
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Thefunction diff (V;,V,) isdefined asfollow:
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diff (v, V) =min_ _ _ (distanceU KU 'j‘)) )

where, cis apositive integer constant. The vector U/ and U ]k have the same dimension, which is

o _[rnax(ni +k,n) ifk=0 3)
I T Hnax(n,n, —k)  if k<0

and their elements are
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HTD(a) = 111112222222111111222222222332111122
HTD(e) = 111122222222111112111111112222111111

VTD(a) = 112222222333333333331111111111111111
VTD(e) = 111111111133333333333332222222223

Figure 3:  The illustration of HTD and VTD of character ‘a’ and ‘e’

vy, —max(k,0) if max(k,0) <| <max(k,0) +n,
u, =0 . @
O 0 otherwise
and
« _ OV —max(-k,0)  if max(-k,0) <I <max(-k,0) +n,
U i ' 5)
[ 0 otherwise
respectively.
Theinitial valueof du/,u¥) isthe maximum of mand n. For each | (0, min(n,m)] , if
uj = U
or
Uilf = uil|<—1& uill(+1 = ulj(l
or

k — .k kK — .k
uJ'l _ujl—l& uj|+1_ui|

the value of d(U/,U ¥) isdecreased by one.

The result of classification is shown in Figure 4. In item (@), each rectangle outlines a character

object extracted and the number expresses the sequence number of the class that the object belongs to.

The objects that have the same number represent the same class. Item (b) lists the total class set

created from thisimage.
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Figure 4. Character object classification

3.3 Unifying Character Object Class

One set of character object classes can be obtained from each document image. The predominant
font of different images may have different font sizes. And the numbers of different sets of classes
may be also different. To find a unified way to express the features of the document images in
guestion, we must build a unified object classes among these document images.

First, the VTD vector and HTD vector of all character object classes are normalised so that the
vectors of object classes with different sizes will have the same dimension number. The number of
permitted dimension of vectorsis set sufficiently large. All the features of VTD and HTD vectors will
be preserved. Next, all elements of the normalised class sets are unified. They are classified again to
create a set of unified classes. The equivalent classes of different sets are merged to one class. As a
result, the equivalent objects in different document images will be denoted by one same object class.
Finally, a look-up table from the original class set to the unified class set is built for each document
image. Using these tables, all character objects in these document images can be mapped to the
unified character object classes. Objects corresponding to the same class will be regarded as having

the same identity.

3.4 TheClassNumber List of Character Objects
After al character objects have been expressed by a set of classes, alayout analysisis performed
to determine the reading order of character objects and the space between two adjacent objects. One

list is built for each document. Each item in the list is the class identification number that the



character object belongs to. When the interval between two adjacent objects is very large or they
belong to different lines, one element of blank class will be added as a word separator. The list so

constructed will be used to measure similarity with other document images.

4. N-Gram Algorithm

The use of N-Gram algorithm for text similarity was proposed by M. Damashek [18]. The
approach basically uses frequency statistics to calculate the similarity between the two vectors
representing two documents. The use of N-Gram algorithm in other text processing has also been
reported in [5-17]. These methods are based on the ASCII values of the electronic texts. Instead of
relying on ASCII values, the use of image contents has been attempted by researchers [19-28] for
summary extraction, similarity measurement and document retrieval. The present method attempts to
adapt the N-Gram algorithm for image-based similarity measure.

4.1 N-Gram dlice

The N-Gram dice is the basic unit to be sampled in the N-Gram agorithm. The class
identification number list is converted to a set of N-Gram dices. An N-Gram is a sequence of N
consecutive items of a stream. Using a window of N-item length, which is moved over the list one
item forward at atime, N-Grams are copied out of the list.

4.2 Document Vector

First, every possible N-Gram is given a number, so called the hash key. How the N-Grams are
numbered is not important, as long as each instance of a certain N-Gram is always given the same
number, and that two different N-Grams are always assigned different numbers.

Next, a hash table is created to keep track of the frequency of occurrence in the list being studied.
Each hash table can be treated as a vector, so called the document vector. Every time an N-Gram is
picked, the element of the document vector given to the N-Gram isincreased by one. The hash key of
N-Gram determines the corresponding position of this N-Gram in the vector.

The occurrence frequency of each N-Gram is normalised by dividing it by the total number of the
extracted N-Grams. This means that the absolute number of occurrence will be replaced with the
relative frequencies of corresponding N-Grams. The reason for doing this is that similar texts of

different lengths after this normalisation will have similar document vectors.



4.3 Similarity Measure

Document vectors for similar documents generally point in the same direction. The similarity
score between two document vectors is defined as their scalar product divided by their lengths. A
scalar product is calculated through summing up the products of the corresponding elements. Thisis
equivalent to the cosine of the angle between two document vectors seen from the origin. So, the

similarity between document images mand n will be
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where, X, and X, are the document vectors of image m and n respectively, J is the dimension number
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5 Experimental results

Experiments were carried out to test the effectiveness of our image-based similarity measure in
comparison with the text-based similarity N-Gram algorithm. All document images in the
experiments were obtained by scanning at 600 pixels/inch (ppi). To make the process simple, some
preprocessing is done by de-skewing the images [29] and removing noise such as small dirty spots. In
the case where there are headlines and pictures or photographs, they are removed from the images.
Four different corpora of documents were used in the following tests.

Corpus One (EO1 - E26) is made up of articles that were extracted from the Internet and were
already electronically available. The news articles were printed using MS-Word in 10-point Times
New Roman font. The printed documents were then scanned as images. These articles address four
different kinds of topic, respectively. E01-12 talk about economic crises in Brazil, E13-17 refer to
personal computer, E18-E21 tell of scholarship and E22-E26 describe the news of a nuclear spy in
US. For each topic, we picked the first one of each group as the reference article and thus EO1, E13,
E18 and E22 were selected. Similarity measures of al the articles in this corpus with the respective
four reference articles were made using the image-based and text-based methods. The results are
summarized in Table 1 and Figure 4.

The above images came from paper printed by a printer. We next used two corpora that came
from newspapers directly and scanned them to get the images. To create the ASCII versions of these
articles as a means of benchmarking, an OCR system was used to extract the text from the images.

The extracted texts were corrected by hand for any error from the OCR.



Corpus Two (N1 - N8) contains eight news articles in The Straits Times, a local English news
daily in Singapore. In this corpus, four articles talk about Indonesia, while the other fours contain
news about Japan, Cambodia, Thalland and Russia, respectively. The eight articles are shown in
figure 5 and pair-wise comparisons among these articles are summarized in Table 2 for both the
image-based and text-based similarity. Article N1 was chosen as a reference article to compare with
therest. Theresult isshown infigure 6.

Corpus Three (C1 - C7) comprises recent news in LianHe ZaoBao, alocal Chinese news daily in
Singapore. In this corpus, articles C1 and C2 talk about the relationship between Singapore and
Malaysia, articles C3 and C4 are about the economy of Malaysia, and articles C5 to C7 contains news
about the relationship between Mainland China and Taiwan. The articles are shown in figure 7 with
codes C1 to C7 indicated to help the non-Chinese readers. Image-based and text-based similarity
measures among articles in corpus three are shown in table 3. Article C1 was used as a reference
article to compare with therest. The result is shown isfigure 8.

From the above results, we can see that the similarities of documents measured from text-mode
articles and image-based articles share some resemblance though not entirely equivalent to each
other. The result of the text version of documents provides more distinguishable similarity measures.
This is because the character objects extracted from the document images are not equivalent to
characters and objects corresponding to the same character may be classified into different object
classes. Nevertheless, the image-based similarity provides an adequate means to retrieve similar
news articles with respect to a reference article. Furthermore, the results from corpus three show
equally convincing similarity measures for Chinese news articles, thus confirming the language
independence of our approach.

From the testing with the three corpora, it can be seen that a threshold may be set to decide
whether a text is similar to areference article. The threshold lies somewhere in the region of 0.1 to
0.2. A fourth corpus is thus chosen to see the effect of the choice of threshold. This corpus contains
atotal of 159 English news articles which may be roughly grouped into nine major topics depending
on their contents. These articles are different from those in the above three corpora. Corpus four is a
mixture of articles downloaded from the Internet and articles taken from newspaper cuttings. An
article from each of the nine topics is chosen as the reference article for that topic to retrieve articles
from the corpus. Knowing the number of articlesin topic i (let it be n;), we first allowed the system

to retreive n; topmost similar articles and determined how many of these n; articles are about topic i.
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Let this number of correctly retrieved articles be m. We define accuracy of this retrieval process as
m/ ni.  We next retrieved articles based on the threshold instead of a pre-determined number of
articles. We set threshold at 0.1, 0.15 and 0.2 in the next three experiments respectively, and find the
values of precisionﬂand recaIIEIbased on the usual definitions adopted in information retrieval. We
carried out the above experiments for al articles, but taking one article in turn as a reference each
time. The average accuracies, precisions and recalls were then obtained for each class. They are
tabulated in Table 4. It can be seen that if the number of relevant articles are known beforehand,
then retrieving that number of articles for a topic in question can achieve an average accuracy of
87.7%. Using athreshold as a basis of retrieval, one can see a trade-off between precision and recall.
At the threshold of 0.2, the average precision and recall are 100% and 44%, respectively, whereas
choosing 0.1 as the threshold will give an average precision and recall of 73.9% and 85.9%,
respectively. Thus, setting a higher threshold gives a better precision but poorer recal, and the
reverse istrue for alower threshold. If the emphasisis on retreiving only relevant articles, then a 0.2
threshold should be used. On the other hand, if the intent to retrieve as many as possible news articles,
then athreshold of 0.1 may be adopted. The 0.15 threshold appears to be a good compromise.

6 Conclusion and Future Work

A new model of document image text retrieval based on an image-based similarity measurement
without the use of OCR is proposed in this paper. We extract the features of document images by
obtaining and classifying the character objects. Then, a N-Grams algorithm is used to measure their
similarity. Experiments using four copora of news articles have confirmed the validity of the model
with an average of precision ranging from 73.9% to 100% and an average recall ranging from 44% to
85.7%, depending on the similarity threshold.

The method is suited for gauging the similarity of document images that have the same font style.
One of our future research directions is to examine documents of different font sizes and styles. The
final object of our method is to use it in the retrieval of news articles from microfilm images [1].
Microfilm images are noisier than the images used in the present study. So, how to deal with the noise

will also be our future research.

! Precision is defined as percentage of the number of correctly retrieved articles over the number of all retrieved articles.
2 Recall is defined as percentage of the number of correctly retrieved articles over the number of articlesin the category.
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Table 1:

Image-based and Text-based Similarity for Corpus One

EO1 E13 E18 E22
Image Text Image Text Image Text Image Text
based based based based based based based based

EO1 1.0000 | 1.0000 | 0.1357 | 0.0543 | 0.0842 | 0.0217 | 0.1294 | 0.0589

E02 0.3271 | 0.4299 | 0.1053 | 0.0477 | 0.0577 | 0.0131 | 0.0854 | 0.0507

EO03 0.5062 | 0.5554 | 0.1226 | 0.0318 | 0.0782 | 0.0227 | 0.1304 | 0.0649

EO4 0.3886 | 0.4410 | 0.1017 | 0.0281 | 0.0563 | 0.0135 | 0.0872 | 0.0636

EO05 0.7967 | 0.8459 | 0.1407 | 0.0443 | 0.0824 | 0.0209 | 0.1342 | 0.0505

Group E06 0.3425 | 0.4112 | 0.1059 | 0.0681 | 0.0445 | 0.0087 | 0.0991 | 0.0633
1 EO07 0.3047 | 0.3993 | 0.0761 | 0.0297 | 0.0474 | 0.0264 | 0.0976 | 0.0301
EO8 0.3401 | 0.4303 | 0.1025 | 0.0313 | 0.0645 | 0.0194 | 0.1198 | 0.0723

E09 0.5030 | 0.6296 | 0.1268 | 0.0397 | 0.0740 | 0.0395 | 0.1191 | 0.0524

E10 0.1883 | 0.2463 | 0.1919 | 0.1290 | 0.1094 | 0.0652 | 0.1296 | 0.0572

E1ll 0.2892 | 0.4186 | 0.0971 | 0.0348 | 0.0572 | 0.0225 | 0.0992 | 0.0424

E12 0.5458 | 0.6635 | 0.1287 | 0.0532 | 0.0618 | 0.0191 | 0.1187 | 0.0414

E13 0.1357 | 0.0543 | 1.0000 | 1.0000 | 0.1018 | 0.0474 | 0.0970 | 0.0191

Group E14 0.0986 | 0.0348 | 0.2782 | 0.3491 | 0.0721 | 0.0299 | 0.0701 | 0.0336
2 E15 0.1001 | 0.0333 | 0.2043 | 0.2959 | 0.0744 | 0.0454 | 0.0852 | 0.0580
E16 0.0853 | 0.0209 | 0.2364 | 0.3644 | 0.0757 | 0.0773 | 0.0625 | 0.0313

E17 0.0947 | 0.0347 | 0.2897 | 0.3559 | 0.0804 | 0.0441 | 0.0633 | 0.0141

E18 0.0842 | 0.0217 | 0.1018 | 0.0474 | 1.0000 | 1.0000 | 0.0773 | 0.0594

Group E19 0.1397 | 0.0562 | 0.1091 | 0.0263 | 0.1891 | 0.2917 | 0.0834 | 0.0437
3 E20 0.1142 | 0.0326 | 0.0818 | 0.0344 | 0.1576 | 0.2055 | 0.0719 | 0.0380
E21 0.0889 | 0.0257 | 0.0750 | 0.0351 | 0.1424 | 0.2102 | 0.0675 | 0.0526

E22 0.1294 | 0.0589 | 0.0970 | 0.0191 | 0.0773 | 0.0594 | 1.0000 | 1.0000

Group E23 0.1941 | 0.0573 | 0.1556 | 0.0217 | 0.1145 | 0.0607 | 0.2288 | 0.2808
4 E24 0.1691 | 0.0448 | 0.1255 | 0.0177 | 0.0832 | 0.0412 | 0.3660 | 0.4700
E25 0.1910 | 0.1073 | 0.1294 | 0.0299 | 0.1010 | 0.0370 | 0.1540 | 0.1834

E26 0.1149 | 0.0648 | 0.0856 | 0.0139 | 0.0547 | 0.0323 | 0.1281 | 0.1761
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gal affau's, said ic 197579 rule over Cambo-
v\nxld hody would pull uuluf dia.

the proct The end of Cambondia's
vulw itself in any “show tri-  long civil war has finally

" et ight oxlude alles  leaersof he regims wikin
of h Cam- ach, but

wese Pe Think that — Mgtn e
“‘."’* e justice in
ed in wkine “Cambodia is

macy” he said yesterday,

the recent talks

deadlomken e bt e

tively in Mt Hun Sen's cout.

e il that Helsduoto travel tgNew

not include the UN, warned  York on Sept 20 to address
Mr Ralph ki, looder of 1 DN Goneral Aermbly:

e purtin e pre- thove " for
government... cess whicl 4 wanda anc
wauld Jike to have this pro- will  just l(mg overdue. Vugoslavia.
cess recognised as legitimate judge one or 2 MeZacklingtho UN  Tnstead,
)y the twa Seople . 1 his govern:
nity, and only the UN can in order to for logal affalrs ment insists
provide that kind of legiti- put aside thal trials

crimes that have been com-  should tzke place in Cambo-
‘mitted,” he said. ian courts with interna-
"1 think that justice iy tiol Gnancal and lgalas-
Cambodia is long sistance. N
The UN t 0\|gh ulk was Hnman ng ts groups
the latest move in stumbling ~ aud the UN fear that such a
e T e onvaos il would be patifcaly i

Russian graft
probe moves
to Switzerland

Money-laundering scandal, which may
U

involve aid funds, prompts

congressman to say that the West
should re-examine its ties with Russia

ZURICH — A top Russian
investigator has acrived in
Switzerland to look
ations of corripto
top R

on among,  high-p

.mn meanwhile, sai lm

Headol bt gave o detsils

o alles probians whelher
aced Russian offi-  the IMT, although its head of

cials™ were corrupt o had  oxternal affairs said on Mon-

United States congress  sbused theie affve

Swiss prasecutors are_al-

probe, shich bias beeu billed
as the biggest moncy-laun-
deviung sl e

Bt of New Vork claic-
cayl lold em-

wias cyamining its controls
on cash and funds transfers.

Sowme newspaper reports
aid the alloped Laundoring
mwml could include money from

Volkov

ay he had 00 proof of this.
Leach, chairman

ible  of the House Banking Com-

i et mlghl have - corruplion Cases Tnvolving

~ Various firms with Rustian

national Monetary Fund  links, including e swarding.
of contracts to Swi

on firm Mabe

Keemmin buidings.

volyed funds from the Lt

{IMF) intended “as
mcunl the West shonld re!  struc
examine it ties witl

renovate

1 antes

mitice. said on Monday the

Xamine

on vy Sursie e
con light of the new g

"I kno

issues.
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i international wtais that

no chances

Young fighters armed with knives are

back on the streets guarding their

neighbourhoods as ballot boxes are
rougl Ii from the regions

DIL{ — The young men with  ly-rebuilt remains of his vil-
the long hair and th camou-  ige that was uttacked by mi-
flage jackets were back o litia in April, he sai

duly Jesterday in their cast  his friends wore military
Dil{ nighbourhood, taking  tigues because 1l :
510 chances against a return  clathes were lost in the April
of the feared pro-[ndonesian  violence.

militia.

In the hills outside Dl
“We're still afraid because  pro-independence youths
Uhere’s still terror,” said Mr ~ arme emselves’ with
Cancio Pareira, 25, one of a knives.
self-appointed force of  “We have no guns,” s
young men guardiog Sreats une 18-year-old.
in the Becora area where si oup of Ajtarak
people died in militin cur- i cesr bare
fage last T ing material in_front of the
ot Bis comn- Toined offee of the pron.
cades were gathored bewide  dependence National Resis-
the rond at the guiet Beeora  yance Counell of Bat Timor
bus terminal as (CNRT) yesterday morning.
cae Dogan the nemous wait
for the results of Mondays armed with guns, had ran-
autonomy ballol ta be an-  sacked the office last Thurs-
nounced, probably in a day.
s time. ?‘O“ma!. 5 al?o saw sev-

id

Armed with machetes, pro-independent East Timc
district against the rumoured return of the feared

where the vote count is o Aitarak members, who

to ho

Thais spent $51.3 bi
irst five months of this year and
Bangkok is trying to stop the worrying [aisgoing sbroad this ye
trend by promoting domestic tourism

By TIPAYA POONUM
IN BANCKOK

EFFORTS to boost tourism  exchange, which can be used

— a vital sector for Th:

down of fare

ion abroad in the  thetureofe2

iday at home

0 reserves, to  cent of the Gross Domestic
llion bahiby  Product last ycar.
the end of the year.

The total number of ingback to r

The government js fight-
reduce the num-
ber of uthound travellers,

is cstimated at 17 million, by anthorising 185 milion

ion.

Straits Times: “Thais are Lmounted to 24
taking out precious foreign

to revive the economy.”

Acconling to the Tourism

Plan to send more police to Dili

JAKARTA — Indonesianpo- _“Within a short time we  went against autonomy.
ice plan to send reinforce- Wil g o companics of
ments to East Timor toboost  men to the existing force and _ inite]

shaky sec:

e UN-sponsored

Kntara s mows agency  Silaen. One company com-  agency in Malang, East Java,

“Tourism revenve lust year

2
5

ecall the troops if the
fore the . o antiigate the worst o sesul of the ballot i won by
gouncement of the result of bilty

mil- balit fo promote domestic
“The year-long “Thais tour
ion  Thailand” campaign is ex-

baht, but 59 billion baht ~pected to cut the number of
were drained out of the sys-  outhound travellers by 20
tem as a result of the Thai Ecr cent and save 11 bi)
people’s averseas spending.

¢ He said that if the au=  Tourism is a major for- _ 1
ermined o thorities did not act soon,  cign-exchunge eamner, repre.  Yeaf succeeded in reducing
who have re.  therc could be asevere draw-  senting more than 21 per Z:;:m\md travel by 15 per

aht in forcign exchange.
imilar campaign last

Spurred by recent reports
of economic recovery, Thais,

The People’s Consultative
Assembly (MPR), Indonc-
«'s supreme legislative
body, must ratify the deci-

r the result an-  the pro-independence side”, sion East Timorese made on

vote, the  nouncement,” said Colonel  he told the state Antara news  Monday on whether {0 ac-

sid yesterdy. prises 125 to 140 men. yosterday.
Fast Timor palice chief ere are many rumonrs
Colonal Thmbal Slsen

quoted as saying the rein-
partly in . Meamwhile, armed forccs
anticipation of a possiblcvio~  chicf General Wiranto said  cree on

forcements werc

“Howver, the recall pro-
in Dili but we don't expeet  cess has to g0 through a pro-

c.ms..]i'.'nve Assembly’s de-
st Timor's integra-

cept Iadaries offer o auton
omy.
Gen Wiranto did not give
a time-frame for the troop
People’s  pullout, but Indonesia said

lent reaction to the result an-  Indonesia would pull out its  tion with rdamecia s e forces over these tor st

nouncement scheduled for
around next Tuesday.

territory's landmark vote

m East Thnor if the  revuked first,” Gen Wiranto  months if sutonomy was re-
i jected. — ATP

Ject

Tensions rise

after vote

in East Timor

Prn ntegra n |as renew
hile their
Ieaders threaien to derail peace talks
mun ‘a free and peaceful

et o checaton
of lhz cumulmtmn

By SUSAN SIM
INDONESLA

On  the

DILI — Tensions began ris-  which were also l'ug,hhghled
ing again as Fast Timor hov- by guvernment representa-
he brink of indepen-  tives in Dili, he said after
dence following Monday's meeting President B.J. Hahi-
pescell voe, which sew an - bie: T would much rther
) por centtamout. - woncenate o0 the total pie-
cet of separa-  ture, which is on the whole &
Lion o Bty o pro- xiwd picturc ... despite all
integration miltas to renew  the doomsday predictions

their campaign of intimida; about violence.”
hoir political . The ground situation here
T thteatened b dul  deteriorated atter - polls
reconciliation talks unless ~ losed, when suspected mili-

there was a repeat ballot —  tiamen stabbed to death alo-
charging gt by ol | Unamet staff in the
Tegedly biased United N Emera sub-distriet, UN o
s walf o Moy cials sai

i} They also confirmed that
to d hc“ allcgations, 130 Unamet staft were pre-

° & " vented from e
scs'c ‘%,‘;ﬁ‘,{‘e‘?,'j' Al Alatas - teno for scvcm% Hoars by

But p i
spokesman Basilio Dias Ar-
aujo charged bias on the

of the Unamet for not a.ll%w

pro-independence support-
exs among the electoral staff
were allowed 1o exorcise nn-
due influence on voters.

He announced yesterday
that until their complaints
were looked into, his group
was “withdrawing temporar-
ily from any further negotia-
tions and arrangements in
relation to the establishment
of a consultative board, the
counting of the ballot and
futher arangoments after

Tt

He later told The Straits

-
§
2
£
B2

time with their representa-
tives present.

Denying that his stance
was a negotiating tactic in
the face o likly defent, he

said: “We want a fair win or a
fair defeal, but not defeat by

Jakarta

rushes
troops

to

E. Timor

Elite soldiers dispatched after UN
request for protection; result
of autonomy referendum out today

Australian Foreign Minister

‘Alexander Downer that plan-

ning was underway for such

a force if the 430,000 Hast

Timorese voted Tor indepen-
nce.

By SUSAN SIM
INDONES1A

tion militias a
trol of some Luwns across
East Timor, the authorities  vid Wimburst reported ye:
here are bracing Lhemselves trrdny that militias in Mal-
for more violnce when the  fana ‘rampaged thinugh the
result of an autonomy refer-  town all o

qCpamet spokcsmag Da-

cndum is announced today.  houses, fnn:lng UN staff to
Fear that the militias —  take refu
until mow alowed fo immi-  ton, Two more of 1 Eatt
date and terrorise those who  morese s
support independence and - bringing the death 1ol of lo’
d Nations staff with cal UN staff to four, with an-
vty o et Sther s uniceounted et

Figure 5. Corpus Two : Articles from English newspapers

area in the morning, Taking
advantage of a lull in ten-
sions, residents went about
their business again.

Police patrols appcared to
have been stepped up, espe-
ciall

said they felt more at ease.

Bt 2 1M military cbocrr.
ertold The Straits Times that.
the lack of incidents did not
mean 3 change iy the seeurl-
ty assessment;: ‘1 the
Stiation the duy before was
better. Things will deterio:
rate, especielly with the re-
sults expected soon.*

The counting o
from Monday's ballot, which
s 2,99 per cent tumont,

‘The final tally was cxpec
ted o be finiched Tast might
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Table 2. Comparison of Image-based and Text-based similarity for Corpus Two

NL | N2 | N3] N4 | N5 | N6 | N7 | N8 News Title
* [ 1.000 | 0.284 | 0.162 | 0.210 | 0.099 | 0.119 | 0.142 | 0.159 —— ) )
N1 5577000 [ 0.362 | 0.221 | 0.260 | 0.118 | 0.143 | 0.179 | 0.185 | | s onsriseaitervotein Bast Timor
* | 0284 | 1.000 | 0.192 | 0.235 | 0.104 | 0.112 | 0.121 | 0.148 )
N2 5570362 | 1.000 | 0.276 | 0.276 | 0.119 | 0.127 | 0.164 | 0.168 | “<@tarushestroops o E. Timor
* 10162 | 0.192 | 1.000 | 0.193 | 0.064 | 0.086 | 0.125 | 0.082 ) —
NS 5570221 | 0.276 | 1.000 | 0.224 | 0.084 | 0.095 | 0.146 | 0.104 | 1" tosend morepoliceto Dili
* 10210 | 0.234 | 0.193 | 1.000 | 0.097 | 0.098 | 0.115 | 0.134 | .. )
N4 55770.260 | 0.276 | 0.224 | 1.000 | 0.108 | 0.114 | 0.146 | 0.165 | ¥ '9//antestakingno chances
* 10,099 | 0.104 | 0.064 | 0.097 | 1.000 | 0.089 | 0.081 | 0.091 . )
NS 55 770.118 [ 0.119 | 0.084 | 0.108 | 1.000 | 0.117 | 0.109 | 0.107 | Vanted: A JpaneseBill Gates
* [ 0.119 | 0.112 | 0.086 | 0.098 | 0.089 | 1.000 | 0.120 | 0.092 ) )
N6 55770143 [ 0127 [ 0.095 | 0.114 | 0.117 | 1.000 | 0.137 | 0.103 | C9kok wantsThaisto holiday at home
* 10142 | 0.121 | 0.125 | 0.115 | 0.081 | 0.120 | 1.000 | 0.164 )
N7 5570179 | 0.164 | 0.146 | 0.146 | 0.109 | 0.137 | 1000 | 0.201 | Hun Sensettomeet Annan over tribunal
* | 0.159 | 0.148 | 0.082 | 0.134 | 0.091 | 0.092 | 0.164 | 1.000 ) )
N8 =5 770.185 [ 0.168 | 0.104 | 0.165 | 0.107 | 0.103 | 0.201 | Loop | RusSan graft probe movesto Switzerland
Notes:
*:  Image-based Similarity
**: Text-based Similarity
0.4
03
LY
2
8
£ 02
(7]
(0]
e
'_
01 .
0

N2

N3

N4

Image-based similarity

NS

N6

¢

N7 N8

Text-based similarity

Figure 6 Comparison of image-based similarity and text-based similarity
between N1 and other articles
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Figure 7. Corpus Three — Articles from Chinese newspapers
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Table 3. Comparison of Image-based and Text-based similarity for Corpus Three

C1

c2 C3 C4 C5 C6

c7

Rough Translation of News Title

C1

1.000

0.444 | 0127 | 0.120 | 0.145 | 0.121

0.191

**

1.000

0.417 | 0.231 [ 0.177 | 0.094 | 0.130

0.166

Malaysiawilling to compromise to resolve
issues on bilateral ties with Singapore

Cc2

0.444

1.000 | 0.107 | 0.127 | 0.122 | 0.102

0.200

* %

0.417

1.000 | 0.191 | 0.194 | 0.116 | 0.140

0.197

Foreign Minister deniesimpact of Umno
election on negotiation with Singapore

C3

0.127

0.107 [ 1.000 | 0.147 | 0.059 | 0.045

0.058

* %

0.231

0.191 | 1.000 [ 0.227 | 0.102 | 0.135

0.089

Malaysia to become shoppers’ paradisein
three years

C4

0.120

0.127 | 0.147 | 1.000 | 0.069 | 0.067

0.066

* %

0.177

0.194 | 0.227 | 1.000 | 0.084 | 0.123

0.085

The second port in Johore: a catalyst for
Malaysia economic development

C5

0.145

0.122 | 0.059 | 0.069 | 1.000 | 0.378

0.345

* %

0.094

0.116 | 0.102 [ 0.084 | 1.000 | 0.442

0.297

Beijing warns Taipel again on the need for
a schedule for reunification

C6

0.121

0.102 | 0.045 | 0.067 | 0.378 | 1.000

0.350

* %

0.130

0.140 | 0.135 [ 0.123 | 0.442 | 1.000

0.285

Analysis of the wish for reunification of
the peoplein China

(o74

0.191

0.200 [ 0.058 | 0.066 | 0.345 | 0.350

1.000

*k

0.166

0.197 | 0.089 | 0.085 | 0.297 | 0.285

1.000

Talking about “Taiwan Independence’
means war

Notes:

* -

Kk

0.5

0.4

The Similarity
o
w

I
[N}

0.1

Image-based Similarity
Text-based Similarity

C2 C3 C4

" Image-based similarity

C5

C6 C7

¢ Text-based similarity

Figure 8 Comparison of image-based similarity and text-based similarity

between C1 and other articles
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Table 4. Accuracy, Precision and Recall of image-based document text retrieval for Corpus Four

Average Threshold = 0.2 Threshold = 015 Threshold = 0.10
No. of | similarity
Topic| articles| - among |ACCUracy| ayerage |Precision|Recall | Average|Precision Recall | Average|Precision| Recall
ld.no.| on | n % lsmilaity % | % |smilaity % | % [smilaity % | %
[ topic i | articles
(ny) | retrieved
1 26 0.1292 72.9 0.2646 100 13.2 | 0.2097 95.3 22.1 | 0.1482 | 83.8 56.9
2 22 0.1995 94.8 0.2451 100 47.1 | 0.2153 98.2 753 | 0.1730 | 73.8 93.7
3 18 0.1981 94.0 0.2316 100 52.0 | 0.2068 96.9 82.1 | 0.1606 | 57.1 97.3
4 16 0.1940 88.4 0.2565 100 49.2 | 0.2252 96.7 68.0 | 0.1730 | 76.7 87.9
5 22 0.2013 82.9 0.2566 100 53.8 | 0.2303 96.5 679 | 0.1722 | 66.0 86.2
6 19 0.1697 86.2 0.2399 100 359 | 0.2099 98.2 509 | 01742 | 82.8 85.8
7 18 0.1578 85.0 0.2619 100 18.4 | 0.2006 98.0 542 | 01674 | 929 78.1
8 18 0.2764 97.7 0.2921 100 82.1 | 0.2763 97.2 96.0 | 0.2082 | 58.1 100
Average 0.1908 87.7 0.2560 100 440 | 0.2218 97.1 65.7 | 01721 | 739 85.7
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