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hardware architecture design for advanced image and video coding
in the future.
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I. INTRODUCTION

Due to advances in image and video coding algorithms as
well as in very large scale integration (VLSI) technology, di-
verse and interesting visual experiences have been brought to
human daily life. A number of international standards have
contributed to the great success of image and video coding
applications [1]. Still image compression applications, such
as digital still cameras, are covered by the ISO/IEC JPEG
standards, both the current JPEG [2] and the emerging
JPEG 2000 [3]. The present MPEG-1 [4] and MPEG-2 [5]
of ISO/IEC MPEG standards are used for video storage
and playback, digital TV broadcast, and video-on-demand
applications, while the emerging MPEG-4 [6] intends to
cover wide-ranging multimedia communications applica-
tions. Video communications applications, such as video
telephony and video conference, are regulated by the ITU-T
H.26X standards, including early-stage H.261 [7], present
H.263 [8], and the new-generation H.264/AVC [9].
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The availability of low-cost and low-power hardware with
sufficiently high performance is essential for the populariza-
tion of image and video coding applications. Thus, efficient
hardware implementations in VLSI are of vital importance.
However, image and video coding algorithms are charac-
terized by very high computational complexity. Real-time
processing of multidimensional image and video signal in-
volves operating continuous data streams of huge volumes.
Such critical demands cannot be fulfilled by conventional
hardware architectures without specific adaptation. There-
fore, special architectual approaches are indispensable for ef-
ficient hardware solutions to meet real-time constraints with
desired low cost and low power.

In the literature, two effective surveys of hardware archi-
tectures for image and video coding have been presented
[10], [11]. The major focuses of these previous studies are on
present standards such as JPEG, MPEG-1, MPEG-2, H.261,
and H.263. However, emerging MPEG-4 and JPEG 2000
are capable of offering both improved coding efficiency
and additional functionalities beyond present standards.
These advanced features further increase the computational
complexity and consequently pose challenges for hard-
ware architecture design. This paper provides a survey of
state-of-the-art hardware architectures for image and video
coding, primarily focusing on emerging MPEG-4 and JPEG
2000.

This paper is organized as follows. An overview of fun-
damental design issues is given in Section II. Hardware ar-
chitectures for MPEG-4 video coding and JPEG 2000 still
image coding are reviewed as design examples in Sections III
and IV, respectively. Finally, the further perspectives in Sec-
tion V are presented to address the challenges of hardware
architecture design for advanced image and video coding in
the future.

II. FUNDAMENTALS OF HARDWARE ARCHITECTURES

In general, image and video coding algorithms are hy-
brid coding schemes, which consist of several tasks to jointly
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reduce the temporal, spatial, and statistical redundancies in
image and video signal. In this paper, we define the hardware
architectures for individual tasks as module architectures and
the hardware architectures for complete coding algorithms as
system architectures.

The module architectures can be classified into two
categories: programmable and dedicated. Programmable
architectures offer the flexibility to allow various tasks to
be executed on the same hardware by only software modifi-
cations. However, the penalties of flexibility are additional
hardware cost and higher power consumption. Dedicated
architectures are derived by full adaptation to specific tasks,
and they can achieve the highest silicon efficiency with min-
imum hardware overhead and lower power consumption.
However, the disadvantage of dedication is the impossibility
for later extensions to other tasks.

Owing to the hybrid coding schemes of image and video
coding, the computational characteristics of various tasks are
different. In order to efficiently process multiple individual
tasks, the system architectures have generally evolved to hy-
brid architectures, which are flexibly composed of several
different programmable and dedicated module architectures.
Nevertheless, according to the category of dominating com-
putation-intensive module architectures in each combination,
hybrid system architectures can also be classified into pro-
grammable (oriented) and dedicated (oriented) categories.

The adoption of programmable or dedicated system
architectures mainly depends on the target application field.
Programmable system architectures are suitable for larger
application fields with largely varying algorithms and com-
putational demands, while dedicated system architectures
are suitable only for well-defined applications with fixed
functionality. Since the subject of this paper is specific
image and video coding, in order to obtain the most efficient
hardware solutions, the particular emphasis of this paper
is on dedicated system architectures. The interested reader
is referred to [10]–[14] for more information regarding
programmable architectures.

Efficient dedicated hardware implementations for image
and video coding rely on the thorough analysis of target al-
gorithms and the exploitation of special computational char-
acteristics inherent in the algorithms. The design goal is to
achieve a dedicated system architecture with the highest de-
gree of adaptation. The design approach is to perform the
mapping of individual tasks onto different module architec-
tures, and then to optimize each module architecture in terms
of performance, area, and power constraints.

In order to exploit the special computational characteris-
tics inherent in these algorithms, a detailed algorithm anal-
ysis can be performed. This analysis involves two aspects:
one is to perform the computational complexity analysis by
task profiling to capture the computational share of each task,
and the other is to perform the computational characteristic
analysis for each task. The computational characteristics of
image and video coding algorithms can be classified into
low-level, medium-level, and high-level. Low-level tasks are
characterized by highly regular computation, medium-level
tasks have frequently irregular computation and involve data-

dependent decisions, while high-level tasks have a highly ir-
regular and unpredictable computational flow.

Based on the algorithm analysis, an exhaustive architec-
ture exploration can be performed to identify the suitable
category of module architectures for each task. As image and
video coding algorithms are typically dominated by several
computation-intensive tasks, the design emphasis is, thus,
primary on these tasks. However, efficient execution of other
tasks is still essential for the overall system performance and
cannot be neglected. For present standards such as JPEG,
MPEG-1, MPEG-2, H.261, and H.263, the computational
characteristics of computation-intensive tasks are mostly
low-level. Consequently, dedicated architectures are always
adopted for these highly regular tasks. However, for the
sake of offering improved coding efficiency and additional
functionalities, some computation-intensive tasks of the
emerging MPEG-4 and JPEG 2000 are characterized by in-
creased diversity and decreased predictability, in addition to
greater computational demands. This presents the challenges
of efficient architecture design for MPEG-4 and JPEG 2000.
As for other less demanding tasks with medium-level or
high-level computational characteristics, programmable
architectures are suitable to provide sufficient flexibility for
irregular and data-dependent computation. In order to obtain
a highly efficient solution, dedicated architectures can also
be adopted for these sophisticated tasks with full adaptation.
However, substantial design efforts must be involved in
designing such architectures.

In addition to module architectures, a complete system
architecture also includes memory architecture and intercon-
nect architecture. As image and video coding algorithms in-
volve a large amount of data computation, during processing
continuous data streams in huge volumes, a large amount of
data communication is also incurred in two aspects. The first
is the data access through the frame buffer, which is mainly
dominated by the memory architecture; and the other is the
data access between different module architectures and the
memory architecture, which is mainly dominated by the in-
terconnect architecture. Data communication has already be-
come a bottleneck for complete system architectures and has
a significant impact on the overall system performance and
power consumption. In the rest of this section, special archi-
tectural approaches with regard to memory architecture and
interconnect architecture are discussed.

Data access through the frame buffer is a slow and power-
consuming process, and two architectural approaches can be
applied to relieve this problem. The first approach is to adopt
special local memory buffers. Because data access patterns
of most tasks of image and video coding are predictable, and
there are also many repetitive data access patterns, the adop-
tion of special local memory buffers can, thus, effectively
reduce redundant data access by using data-reuse property.
However, there is a tradeoff between the size of local memory
buffers and the reduced amount of data access. The other ap-
proach is to integrate the off-chip frame buffer as on-chip
memory, since on-chip frame buffer can significantly im-
prove the data access performance and reduce the I/O power
consumption. However, the large size of frame buffer is a
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Fig. 1. Functional block diagram of MPEG-4 video coding.

major concern for integration. Due to advances in VLSI tech-
nology, various designs have already integrated embedded
DRAM or SRAM as on-chip frame buffer to solve the data
access problem.

In addition to memory architecture, the interconnect archi-
tecture that communicates data between different module ar-
chitectures and the memory architecture is another key factor
for data communication. In-depth understanding of the in-
termodule communication patterns is essential to design an
efficient interconnect architecture, which can provide higher
bandwidth and consume lower power. There is a tradeoff be-
tween flexibility and efficiency of interconnect architecture.
For example, the global bus provides higher flexibility but
lower efficiency, whereas the dedicated data link with full
adaptation to specific algorithm provides the highest effi-
ciency but without flexibility.

In the following two sections, state-of-the-art hardware
architectures for MPEG-4 video coding and JPEG 2000 still
image coding are reviewed as design examples, including
algorithm analysis and architecture exploration, several
module architectures for computation-intensive tasks, as
well as the complete system architectures composed of
module architectures, memory architecture, and intercon-
nect architecture. Furthermore, special approaches exploited
to improve efficiency are discussed.

III. HARDWARE ARCHITECTURES FOR MPEG-4

MPEG-4 is the recently most popular video coding stan-
dard. Fig. 1 shows its generic functional block diagram. For
more information on MPEG-4, the reader is referred to [15]
and [16].

A. Algorithm Analysis and Architecture Exploration

According to the computational complexity analysis
for core profile reported by [17] and [18], the dominating
computation-intensive tasks for encoder are ME and shape
encoding, which together contribute more than 90% of the
overall complexity. For simple profile without shape coding
tools, ME becomes the most significant task. The other less
demanding but also computation-intensive tasks are discrete
cosine transform (DCT)/inverse DCT (IDCT), quantization

(Q)/inverse Q (IQ), motion compensation (MC), padding,
and variable-length coding (VLC). As for the decoder, the
computation-intensive tasks are shape decoding, IDCT, IQ,
MC, padding, and variable-length decoding (VLD). In addi-
tion to core profile, the computational complexity analysis
for advanced simple profile [19] indicates that global MC
(GMC) has become another computation-intensive task for
the decoder.

Since the computation-intensive ME belongs to highly
regular low-level task, dedicated architectures are extremely
important for efficient implementations. In addition to the
highly demanding computation part, a huge amount of data
access through the frame buffer is also incurred during the
ME computing process. Therefore, special local memory
buffers are heavily relied to reduce the data access.

Shape coding is another critical task, consisting mainly of
two kinds of subtasks with different computational charac-
teristics. One is the binary motion estimation (BME)/binary
motion compensation (BMC), which belong to highly reg-
ular low-level and bit-level processing tasks; and the other is
the context-based arithmetic encoder (CAE)/context-based
arithmetic decoder (CAD), which belong to irregular
and data-dependent bit-level processing tasks. Due to the
bit-level processing characteristics, dedicated architectures
are essential for shape coding in order to obtain efficient
hardware solutions.

VLC/VLD are less demanding but also computation-in-
tensive tasks. Due to their irregular and data-dependent non-
word-aligned processing characteristic, special architectural
approaches are also required.

For the other less demanding but also computation-inten-
sive tasks, including DCT/IDCT, Q/IQ, MC, and padding,
dedicated architectures can be adopted for these highly
regular low-level tasks. Although there exist a variety of
architectural alternatives for DCT/IDCT, the advances in
architectures for DCT/IDCT are limited. Most of them are
covered by the scope of previous studies [10], [11]. The
reader is referred to these two surveys for details. As for
the relatively simple Q/IQ, MC, and padding, their detailed
architectures are not discussed.

GME/GMC are potentially computation-intensive tasks
that may even demand higher computational complexity
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Fig. 2. Coding flow of MPEG-4 shape coding.

than ME/MC. However, the progress in GME/GMC archi-
tectures has been very limited, with only a single proposal
[20] so far. Fine-granularity scalability (FGS) is another
interesting task that involves bit-plane level processing.
In [21], an architecture with reordered coding flow and
dynamic bit-plane adaptation scheme is proposed for FGS.
The other tasks of MPEG-4 video coding are less demanding
but high-level tasks, such as system control and rate control.
Programmable architectures are suitable for these tasks.

B. Module Architectures

In this subsection, architectures for ME, shape coding, and
VLC/VLD are reviewed and discussed in detail.

1) Architectures for ME: The block matching approach
is generally selected as the ME module in video codecs
because of its simplicity and good performance. Among
all the block matching algorithms, the full-search block
matching algorithm (FSBMA) is the most typical one due
to its regularity. However, FSBMA demands a huge amount
of computational complexity that cannot be easily afforded
by hardware architectures. Therefore, many fast search al-
gorithms have been proposed to reduce the complexity, and
many hardware architectures have been developed to meet
the real-time constraints. In the following, the architectures
for FSBMA are introduced first, followed by the architec-
tures for fast BMAs as well as the discussion of on-chip
memory for storing search area.

In the literature, there have been various one-dimensional
(1-D) and two-dimensional (2-D) systolic/semisystolic array
architectures proposed for FSBMA [22]–[28]. In addition,
a completely different tree architecture is also proposed
by [29]. According to our survey, PE array is the trend for
FSBMA architecture design. Efficient tradeoffs can be made
between area (number of PEs) and throughput (processing
capability), between latency (cycles to compute a SAD) and
memory bit-width/bandwidth (serial/parallel loading), as
well as between PE utilization and extra data alignment cir-
cuits (shift registers/memory with circular addressing). The

designers must carefully select what can be sacrificed and
what should be taken into account for target applications.

Fast search algorithms can reduce the heavy computation
of FSBMA with acceptable video quality degradation. The
challenges of architecture design for fast BMAs include
unpredictable data flow, irregular memory access, difficult
mapping to systolic arrays, low hardware utilization, and
sequential procedures with data dependence that cannot
be parallelized. Furthermore, the silicon area of fast BMA
architectures must be significantly smaller than that of
FSBMA architectures for cost efficiency. The most rep-
resentative designs are [30]–[34]. Based on our survey,
the trend of architecture design for fast BMAs is toward
algorithmic and architectural codesign. The benefits from
the algorithmic level are usually larger than those from the
architectural level.

Finally, as indicated in the previous subsection, a huge
amount of data access through the frame buffer is incurred
during the ME computing process. For this issue, special
local memory buffers with data-reuse property must be
adopted as the on-chip memory for storing search area,
which can effectively reduce redundant data access in those
well predictable data access patterns with many repetitions.
In [35], the exploration of data-reuse properties of FSMBA
and memory bandwidth requirements is presented. Four
levels of data-reuse (A/B/C/D) are defined according to the
degree of data reuse for preceding data access. With the
highest level of data reuse, one access for frame pixels can
be achieved with a largest size of on-chip memory. Thus,
there is a tradeoff between the size of on-chip memory and
the reduced amount of data access.

2) Architectures for Shape Coding: The coding flow of
MPEG-4 shape coding is illustrated in Fig. 2, which is com-
posed of BME/BMC, CAE/CAD, and so on. A complete
architecture design for shape coding is presented in [36].
By applying the dataflow optimization and data-reuse tech-
niques, efficient bit-level architectures such as data-dispatch-
based BME and configurable CAE are designed to accelerate
a large amount of bit-level processing.
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Fig. 3. Toshiba MPEG-4 video codec architecture [57].

Furthermore, both [37] and [38] discuss the CAE/CAD de-
sign, and a BME architecture is proposed in [39]. A look-
ahead scheme for probability generation and shift registers in
place of barrel shifters is applied in [40]. In [41], the frame
memory and data transfer scheme for shape coding in an em-
bedded system are discussed.

3) Architectures for VLC/VLD: The VLC/VLD are
tasks for compressed bit stream packing/unpacking. Two
categories of architectures have been proposed: tree-based
and PLA-based. The tree-based architectures can be fully
pipelined with short clock cycle, and are suitable for de-
coding multiple bit streams concurrently. However, the
PLA-based architectures have better programmability [42],
[43]. In [44], architectures with barrel shifters for VLC and
VLD are proposed, wherein each codeword is encoded/de-
coded in one clock cycle. Based on these architectures,
[45] proposes a solution for high data rate applications by
packing the RUN amplitude and codeword together. [46]
proposes an RVLC encoder/decoder design for MPEG-4
RVLC. [47] presents a complete VLC encoding system
with header packing to form the final bit stream. In [48], a
programmable VLC/VLD core is proposed to perform VLC
and VLD within one core by sharing the VLC table memory
and shifters. For low power applications, [49] proposes a
fine-grained VLC table partitioning method to reduce the
power consumption of table lookup.

There are many proposals for supporting multiple stan-
dards. A versatile VLD is proposed in [50], whereby both
H.261 and JPEG bit stream can be decoded with the help of
both PLA and CAM. For more standards, [51] proposes a
VLC codeword grouping and symbol memory mapping ap-
proach to achieve a group-based VLC codec system with
full VLC table programmability. Moreover, the RISC core
has been adopted as an implementation platform. In [52] and
[53], the instructions to enhance the RISC performance for
VLD computation are proposed. The analysis of whole bit
stream decoding and the dedicated bit stream parsing pro-
cessor can be found in [54]–[56]. In summary, the trend of
architecture design for VLC/VLD is toward intelligent and
multistandard implementation.

C. System Architectures

There have already been numerous complete system ar-
chitectures proposed for MPEG-4. Several of the most rep-

resentative designs are selected as examples for discussion
in this subsection [57]–[63]. The detailed system architec-
tures, including module architectures, memory architecture,
and interconnect architecture, are discussed below, and the
comparisons of these designs are also made.

Takahashi et al. [57] present the first MPEG-4 video codec
design, as shown in Fig. 3. Several dedicated module ar-
chitectures are adopted for computation-intensive ME/MC,
DCT/IDCT, and VLC/VLD, while an embedded RISC pro-
cessor is included to provide flexibility for other tasks. Spe-
cial local memory (LM) buffers are used to reduce the data
access through off-chip frame buffer. A DMA controller that
connects any two functional blocks acts as the interconnect
architecture to provide higher power efficiency than a global
bus architecture. The ME adopts a fast search algorithm with
search range of 31.5 31.5. This chip consumes 60 mW
at 30 MHz for simple profile QCIF 10 frames/s encoding and
decoding.

Based on [57], Nishikawa et al. [58] present a single-chip
MPEG-4 video phone design with embedded DRAM. In
addition to video codec, a speech codec, a multiplexer, and
several I/O units are also included. This chip consumes
240 mW at 60 MHz for full system functionality, including
simple profile QCIF 15 frames/s encoding and decoding of
the video codec part. The integration of embedded DRAM
significantly reduces a large amount of I/O power consump-
tion caused by the data access through frame buffer.

Another single-chip MPEG-4 audiovisual design based on
previous two designs [57], [58] is presented by Arakida et
al. [62]. In addition to original modules of previous designs,
a 5-GOPS adaptive filter engine is also included for post-
processing. With more advanced VLSI technology as well
as several low-power design techniques, this chip consumes
160 mW at 125 MHz for full system functionality, including
simple profile CIF 15 frames/s encoding of the video codec
part.

Hashimoto et al. [59] present the first MPEG-4 video
codec design with the support of core profile. Similar to
[57], several dedicated module architectures are adopted
for computation-intensive ME/MC, DCT/IDCT, VLC/VLD,
padding, and shape decoding, while a programmable DSP
is used for other tasks. The embedded DRAM is integrated
to reduce the I/O power consumption, and special local
memory buffers are adopted to reduce the data access
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Fig. 4. Fujitsu MPEG-4 video codec architecture [61].

Table 1
Comparisons of MPEG-4 Architecture Parameters

through frame buffer. A global bus is used as the intercon-
nect architecture for higher flexibility. The details of ME
parameters are not disclosed. This chip consumes 90 mW at
54 MHz for simple profile QCIF 15 frames/s encoding and
decoding or core profile CIF 15 frames/s decoding.

Based on [59], Ohashi et al. [60] present a low-power
MPEG-4 video decoder design. Rather than embedded
DRAM, the embedded SRAM is integrated as the frame
buffer for ease of future system-on-a-chip integration.
Due to the elimination of unnecessary modules from pre-
vious design [59], this chip consumes only 11.1 mW at
27 MHz/54 MHz for simple profile QCIF 15 frames/s
decoding.

A highly efficient MPEG-4 video codec design with full
adaptation approach is proposed by Nakayama et al. [61], as
shown in Fig. 4. Dedicated module architectures are adopted
for all coding tasks including codec control. In addition, the
dedicated data link is used as the interconnect architecture
for maximum data communication efficiency. The data ac-
cess as well as the size of local memory buffers are reduced
due to the adoption of dedicated data link. The ME adopts

a fast scene-adaptive search algorithm with search range of
15.5 15.5. As a consequence of full adaptation, this chip

consumes only 29 mW at 13.5 MHz for simple profile CIF
15 frames/s encoding and decoding.

Completely different from previous designs, Stol-
berg et al. [63] present a fully programmable multicore
system-on-a-chip, comprised of a 16-way SIMD DSP
core with a 2-D matrix memory, a 64-b VLIW DSP core
with subword parallelism, and a 32-b RISC core. These
programmable cores are connected with a global bus, and
special local memory buffers are adopted to communicate
data between each other. This chip consumes 3.5 W at 145
MHz for advanced simple profile D1 25 frames/s decoding
or simple profile D1 25 frames/s encoding.

Table 1 shows the comparisons of several architecture
parameters of aforementioned system architectures, and
Table 2 shows the comparisons of several chip parameters
of these architectures. From these two tables, three trends
can be summarized as follows. First, except for the fully
programmable solution [63], the specification of MPEG-4
video codec designs has increased year by year with rea-
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Table 2
Comparisons of MPEG-4 Chip Parameters

Fig. 5. Functional block diagram of JPEG 2000 still image coding.

sonable power consumption. Second, the integration of
embedded DRAM or SRAM as the frame buffer has become
the mainstream. Finally, fast search algorithms for ME are
adopted by most designs due to stringent power constraints.

IV. HARDWARE ARCHITECTURES FOR JPEG 2000

JPEG 2000 is the latest still image coding standard. Fig. 5
shows its functional block diagram. More information on
JPEG 2000 can be found in [64]–[66].

A. Algorithm Analysis and Architecture Exploration

According to the computational complexity analysis
reported by [67] and [68], the computation-intensive tasks
of JPEG 2000 are embedded block coding with optimized
truncation (EBCOT) Tier-1 and discrete wavelet transform
(DWT), which together contribute more than 80% of the
overall complexity.

Since the computation-intensive DWT is a highly regular
low-level task, dedicated architectures are suitable for effi-
cient implementations. Due to a large amount of data access
through the frame buffer incurred by multilevel DWT decom-
position, the major design issue of DWT is data communica-
tion rather than computation. Special local memory buffers
are generally adopted to reduce the data access, and the par-
tition of a large-size image into small-size tiles to achieve
independently processing is a typical approach to reduce the
size of local memory buffers.

The most critical challenge of hardware implementations
for JPEG 2000 is to design an efficient dedicated architecture
for EBCOT Tier-1, which is another computation-intensive
task of JPEG 2000. However, unlike DWT, the computations

of EBCOT Tier-1 are characterized by irregular and data-de-
pendent bit-level processing, which is composed of a mul-
tipass fractional bit-plane context scanning along with an
adaptive binary arithmetic coding. Consequently, the major
design issue of EBCOT Tier-1 is to increase the processing
parallelism in order to achieve higher efficiency.

Compared with DWT and EBCOT Tier-1, the less de-
manding and probably unnecessary quantization task is in-
significant. Due to its highly regular low-level characteristic,
dedicated architectures can be adopted. The detailed archi-
tectures are not discussed.

The other task of JPEG 2000 is EBCOT Tier-2 with rate
control, which is a less demanding but high-level task. Pro-
grammable architectures are, thus, suitable for this task. Al-
though the computational complexity of EBCOT Tier-2 with
rate control is not high, a large amount of data access and
memory storage are still required for lossless compressed
data. However, in lossy coding, most part of the data ac-
cess and memory storage becomes redundant, and unneces-
sary computing resources are consequently wasted. Several
techniques have been proposed to provide solutions for this
problem [69]–[72].

B. Module Architectures

In this subsection, architectures for DWT and EBCOT
Tier-1 are reviewed and discussed in detail.

1) Architectures for DWT: The architectures for DWT
can be classified into three categories, including the convolu-
tion-based, lifting-based, and B-spline-based architectures.
Since the multiresolution DWT can be viewed as cascades of
several two-channel filter banks [73], in early research, the
architectures for DWT are proposed based on convolution
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Fig. 6. Scan order and context window. Sample coefficients are scanned from top stripe to bottom
stripe and column-by-column in stripe.

to construct the two-channel filter banks separately [74].
The filter bank can be implemented by using conventional
techniques, such as polyphase decomposition, serial filter,
and parallel filter. After the lifting scheme [75] and a novel
lifting factorization method [76] were proposed by using
perfect reconstruction property, lifting-based architectures
became the mainstream due to the fewer multipliers and
adders, as well as the regular structure. The inverse DWT can
be derived easily from the lifting scheme of forward DWT,
and they can even share the same architecture [77]. But
the critical path of lifting-based architectures is potentially
longer than that of the convolution-based architectures, and
the flipping structure is proposed to address this problem
without any hardware overhead [78]. However, DWT is
only a subset of these two categories because any DWT
filter bank must be factorized into the B-spline part and the
distributed part [79]. The B-spline-based architectures have
been proposed to minimize the number of multipliers based
on B-spline factorization [80].

As indicated in the previous subsection, when extending
a 1-D DWT module to 2-D DWT architecture, data access
through the frame buffer becomes the major design issue
[81]. The design tradeoff comes mainly from the size of local
memory buffers and the reduced amount of data access. The
2-D DWT can be directly implemented without any local
memory buffer by recursively performing 1-D DWT, but this
requires the most data access. On the other hand, the 2-D
DWT can be implemented with minimum data access by per-
forming multilevel DWT decomposition totally inside [82],
but a lot of local memory buffers are required. The systolic-
parallel and parallel-parallel architectures [74] belong to this
category. In addition, the one-level 2-D architecture [83] is
proposed to balance the tradeoff between the above two ex-
tremes. Because the required size of local memory buffers
is proportional to the line width of image or tile, these local
memory buffers are called line buffers, and the architectures
that adopt line buffers are called line-based architectures.
In addition to line-based architectures, block-based architec-

tures are also proposed to address the data access issue by
implementing 2-D DWT block-by-block [84].

2) Architectures for EBCOT Tier-1: EBCOT Tier-1 is
composed of two parts: the context formation (CF) for
multipass fractional bit-plane context scanning and the arith-
metic encoder (AE) for adaptive binary arithmetic coding.
The CF scans the code block in a specific order and gener-
ates one context-decision (CXD) pair for each bit, and the
adaptive binary AE encodes the CXD pairs into embedded
bit stream. Coefficients in code blocks are represented as
sign-magnitude bit-planes. Each code block is scanned
in a bit-plane by bit-plane order from MSB to LSB. To
improve embedding, each bit-plane is further divided into
three fractional bit-planes: significance propagational pass
(Pass1), magnitude refinement pass (Pass2), and cleanup
pass (Pass3). Each pass involves a stripe-based scan of size

, as shown in Fig. 6. When scanning a pass, CXD
pairs are formed by the CF according to the coding states
of the sample coefficient itself and its neighbors in context
window, which is also as shown in Fig. 6. More details of
EBCOT Tier-1 are presented in [85] and [86].

As indicated in the previous subsection, the major design
issue of EBCOT Tier-1 is to increase the processing paral-
lelism for irregular and data-dependent bit-level processing.
The most straightforward approach to increase processing
parallelism is to exploit code block parallelism due to the
independence between code blocks, by which several code
blocks can be parallel processed by individual processing el-
ements. However, there is still a great deal of redundant pro-
cessing within a code block. There are two coding modes of
EBCOT Tier-1: default serial mode and parallel mode. The
parallel mode enables more parallelism than the default serial
mode, but it comes with a little bit of performance degrada-
tion. Several techniques have been proposed to reduce the
processing cycles in either default serial mode or parallel
mode, including column parallelism, pass parallelism, and
bit-plane parallelism. In addition to processing parallelism,
the memory usage for state variables of CF is another de-
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sign issue of EBCOT Tier-1. Below, the details of these tech-
niques and corresponding architectures are discussed.

Lian et al. [68] propose the first architecture for EBCOT
Tier-1 in default serial mode. In the conventional approach
[87], each sample coefficient must be scanned three times
for the three coding passes. However, only a single scan
on each sample coefficient is effective and the other two
scans are redundant. In [68], two techniques are proposed
to speed up the coding process: sampling skipping (SS)
and group-of-column skipping (GOCS). Through parallel
checking a column, SS skips no-operation samples and
scans only samples that need to be coded. GOCS skips one
group of columns at a time if all the columns are no-oper-
ation columns. By applying both skipping techniques, the
required processing cycles of the architecture can be reduced
to 40% of that of the conventional approach. In addition,
a four-stage pipelined AE architecture is also presented in
[68]. A probability look-ahead technique is used to break
the feedback loop, and pipelined architecture is, thus, fea-
sible. Chen et al. [88] adopt the skipping techniques of [68]
and further propose a multiple column skipping (MCOLS)
technique to improve the skipping ratio. Hsiao et al. [89]
propose a memory-saving architecture for CF. Correlations
between the three state variables of CF are exploited to
reduce the memory size to 80% of that of [68].

A pass-parallel architecture is proposed by Chiang et al.
[90] to process three coding passes by scanning each
bit-plane once. In order to achieve pass-parallel coding,
the EBCOT Tier-1 must be coded in parallel mode. This
pass-parallel architecture can further improve the processing
speed by 25% over the SS technique in [68]. Furthermore,
the size of state variable memory can be reduced due to an
unnecessary state variable in parallel mode. In order to de-
crease the hardware cost, a pass-switching AE architecture
is also proposed. This AE architecture can process three
coding passes in a bit-plane in parallel because each sample
coefficient must belong to one and only one of the three
coding passes. Therefore, the AE processes only one of the
three coding passes at a time, switching between them if
needed. This AE architecture requires only one processing
element and three suits of coding status registers for the
three coding passes.

Yamauchi et al. [91] propose to increase the processing
speed by two-bit-plane with three-pass parallel processing.
A four-symbol parallel AE architecture is also proposed to
together achieve a high degree of parallelism for high per-
formance and low power consumption.

A novel context formation algorithm is proposed by
Fang et al. [92] to exploit the maximum parallelism
of EBCOT Tier-1. Instead of using state variables, the
word-level algorithm generates contexts by examining the
value and the coding pass of the first nonzero bit of each
coefficient in the context window. Based on this algorithm,
a parallel EBCOT Tier-1 architecture is proposed in [93]. In
addition to maximum processing parallelism, this parallel
architecture only needs to buffer one line of coefficients of
a code block.

Table 3
Comparisons of EBCOT Tier-1 Architectures

Table 3 shows the comparisons of aforementioned EBCOT
Tier-1 architectures. The code block size is set to be
with nonzero bit-planes to generalize the comparisons. As
can be seen, the parallel architectures [90], [91], [93] achieve
better processing speed than the default serial architectures
[68], [89]. Among all the architectures, Fang’s architecture
[93] achieves the best processing speed, as well as minimum
memory size and memory access, although it has the largest
logic gate count.

C. System Architectures

There have been several system architectures proposed for
JPEG 2000 so far. Some of them are complete system ar-
chitectures, including DSPworx [94], Yamauchi [91], Andra
[95], ADI [96], and Fang [97], while some of them are hard-
ware accelerators only and need to cooperate with a host pro-
cessor, such as ALMA [98] and AMPHION [99].

In order to obtain highly efficient hardware solutions, all
of the system architectures adopt several dedicated module
architectures for computation-intensive tasks such as DWT,
EBCOT Tier-1, and quantization. The complete system ar-
chitectures [91], [94]–[97] even include dedicated module
architectures for EBCOT Tier-2 with rate control. As for
memory architecture, all system architectures heavily rely
on various special local memory buffers in order to effec-
tively reduce the large amount of data access through off-chip
frame buffer. In addition, the dedicated data link is adopted
as the interconnect architecture for all system architectures
to achieve highly efficient data communication. Below, three
selected designs are discussed in detail, and the comparisons
of all designs are also made.

Amphion [99] reports a JPEG 2000 codec accelerator de-
sign, as shown in Fig. 7. In order to increase the throughput,
three entropy codecs are adopted to encode or decode three
code blocks in parallel. This design can achieve 60/20 M
samples/s encoding/decoding rate at 180 MHz.

A complete JPEG 2000 image processor system-on-a-chip
is proposed by Yamauchi et al. [91]. It uses block-based 2-D
DWT to minimize the size of local memory buffers for DWT,
but comes with increased data access. For EBCOT Tier-1, it
encodes two bit-planes, three coding passes, and four sym-
bols in parallel to increase the throughput by a factor of 24
compared with the conventional approach. As a result of
these techniques, this chip can encode 20.7 mega (M) sam-
ples/s at 27 MHz. In addition, a one-pass code size control-
ling method is used to predict the code size for rate control.
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Fig. 7. Amphion JPEG 2000 codec hardware accelerator [99].

Fig. 8. Fang’s JPEG 2000 encoder architecture [97].

Table 4
Comparison of JPEG 2000 Architecture Parameters

Based on parallel EBCOT Tier-1 architecture [93],
Fang et al. [97] propose a JPEG 2000 encoder architecture,
as shown in Fig. 8. Unlike conventional architectures, this
architecture does not require any code block memory due to
the use of parallel EBCOT Tier-1 architecture. This design
is fully pipelined, and the throughput rate is equal to the op-
erating frequency. Another important feature of this design
is the rate-distortion optimized (RD Opt.) controller, which
realizes the precompression rate-distortion optimization
algorithm [72]. By using this algorithm, redundant compu-
tation and data access, as well as the bit stream buffer are
eliminated, which leads to low power and small area.

Table 4 shows the comparison of several architecture pa-
rameters of all system architectures. Among these parame-
ters, the tile size may be the most important, since it affects
the architectures for DWT. Line-based 2-D DWT can min-
imize the off-chip data access, but it requires a large-size
on-chip memory, which is proportional to the tile size. On
the other hand, the memory size is irrelevant to tile size for
block-based 2-D DWT. Thus, block-based 2-D DWT is pre-
ferred for designs with large tile size. The DWT filter type
and decomposition level as well as EBCOT Tier-1 code block
size have some effects on coding efficiency. The 9/7 filter
requires more processing elements than the 5/3 filter, while
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Table 5
Comparison of JPEG 2000 Chip Parameters

higher decomposition level and larger code block size lead
to larger memory size.

Table 5 compares several chip parameters of actually
implemented system architectures. It is readily seen that
the throughput of Fang’s architecture is equal to the oper-
ating frequency. Moreover, the area of Fang’s architecture
is also the smallest, since it uses parallel EBCOT Tier-1
architecture. In other architectures, parallel processing of
code blocks, which leads to large area, is used to increase
the throughput. Another way to increase the throughput is to
raise the operating frequency. However, this would result in
higher power consumption.

V. FURTHER PERSPECTIVES

Efficient system architectures for image and video coding
are composed of efficient module architectures for data
computation, together with efficient memory architecture
and interconnect architecture for data communication.
In this paper, state-of-the-art hardware architectures for
emerging MPEG-4 video coding and JPEG 2000 still image
coding have been reviewed as design examples, and special
approaches exploited to improve efficiency have also been
discussed.

Although the emerging MPEG-4 and JPEG 2000 are
capable of providing improved coding efficiency and addi-
tional functionalities, the demands on much better coding
efficiency and much richer functionalities for image and
video coding applications are ever-increasing. Therefore,
advanced coding algorithms are continuing to be devel-
oped vigorously, and the standardization of new-generation
coding standards will keep emerging. In order to provide
better coding efficiency and richer functionalities, more
complicated coding tools must be adopted by advanced
coding algorithms, which will further inevitably increase
the computational complexity. Even if the advances in VLSI
technology continue to provide more processing capability
without increased hardware cost and power consumption,
there is still a strong need to explore highly efficient hard-
ware architectures for advanced image and video coding.

For example, the H.264/AVC recently developed by the
Joint Video Team (JVT) of ITU-T VCEG and ISO/IEC
MPEG is an advanced new-generation video coding stan-
dard, which provides a significant improvement in coding
efficiency compared with various preceding standards. It
can achieve essentially the same reproduction quality as pre-
vious standards, while typically requiring 60% or less of the
bit-rate [100], [101]. However, the improvement in coding

efficiency by H.264/AVC comes, not surprisingly, with a
high degree of computational complexity. An estimation
reports that the complexity of H.264/AVC encoder grows an
order of magnitude higher than that of the MPEG-4 encoder
[102]. Even with highly optimized encoder implementation,
the complexity of H.264/AVC is still about 3.4 times more
than that of H.263 [103]. Therefore, this advanced video
coding standard has a significant impact on computational
complexity, and it will, consequently, present new challenges
for hardware architecture design. Special architectural ap-
proaches introduced by this paper are also applicable to
advanced image and video coding in the future. Exploiting
these approaches in a more efficient way is a critical factor
to cope with the new challenges.
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