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Abstract. The severity of the (potential) consequences of the use of 
agents in the military domain imperatively necessitates research on the 
application of the law of armed conflict, which provides ‘constraints’ 
on ‘human’ warfare. In this paper, one of the main principles of that 
law, target discrimination, is used to highlight legal and ethical 
dilemmas involving the use of autonomous agents. The incident 
involving the USS Vincennes warship and the destruction of a 
commercial airliner is used to illustrate these dilemmas. 

1 Introduction 

Research in the area of agent technology, and in the related area of autonomous 
systems, progresses at a steady pace. Current developments [5] include Internet agents 
capable of providing information, negotiating and closing contracts (e.g. to buy a 
book), and robots e.g. capable of autonomously playing soccer 
(http://www.robocup.org/). Legal implications of the use of agent technology are 
being researched in the civilian domain, with emphasis on, for example, whether 
agents are legal personae [12] or can close contracts [14]. Consequences of the 
actions of agents in the civil domain are usually to a large extent reversible, e.g. by 
declaring a contract void, returning goods, etc. However, when agents (and/or 
autonomous systems) are employed in the military domain, consequences of actions 
may not be reversible at all: consider human suffering and the loss of human life as 
well as destruction of important natural resources and objects belonging to the 
cultural heritage of mankind. 

In armed conflict situations, the law of armed conflict or International 
Humanitarian Law (IHL) applies. This law governs the protection of non-combatants 
in warfare situations, and aims to limit the effects of war on those not (directly) 
involved therein. IHL sets out the legal framework for the actions of commanders in 
the field and defines the methods and means of warfare which can legitimately be 
employed. An analysis of agent technology from the particular perspective of IHL is 
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important for a number of reasons. These include the fact that if the use of agent 
technology leads to violations of IHL the users may be held criminally responsible for 
war crimes. It may be noted that the Statute of the International Criminal Court 
provides that someone who facilitates the commission of a war crime by providing the 
means for its commission, may also be criminally responsible. Another reason is that 
the military is regarded as an important potential market for agent technology. IHL 
however requires the military to determine whether the use a weapon or means of 
warfare it intends to acquire would be prohibited by international law. Obviously, if 
the outcome is that the use would lead to violations of international law, there will be 
a strong disincentive to acquire the weapon or means of warfare. 

In this paper, one of the main principles of IHL, target discrimination, is used to 
highlight legal and ethical dilemmas involving the use of autonomous agents. First, 
the involvement of agent technology in the military domain is briefly described in 
Section 2. A case study in which a US warship accidentally destroyed a commercial 
airliner is introduced in Section 3. In section 4, IHL is introduced, after which 
problems with the application of the IHL principle of discrimination arising from the 
use of agent technology are identified in Section 5. Section 6 concludes with a brief 
discussion. 

2 Agent Technology and the Military Domain 

Agent technology appears to have the active interest of armed forces in a number of 
states1,2 [13]. Agent technology is one of many terms used to describe new 
developments in warfare, also referred to as ‘Revolution in Military Affairs’ (RMA). 
Two similar approaches are used to ‘flatten’ the rigid military command and control 
hierarchy: “Network Centric Warfare” (NCW) by the USA, and “Network Enabled 
Capability” (NEC) by NATO and the United Kingdom. The UK states “NEC is about 
the coherent integration of sensors, decision-makers and weapon systems along with 
support capabilities.” NCW is characterized as “the ability of geographically 
dispersed forces (consisting of entities) to create a high level of shared battle space 
awareness that can be exploited via self-synchronization and other network-centric 
operations to achieve commanders” intent [1]. Agent technology is an enabling 
technology for NEC/NCW, notably the planning and execution of military operations. 
For example, a key concept in NCW is the effective linking among entities in the 
battle space, which requires a robust, high-performance information infrastructure, or 
‘infostructure’, that provides all elements of the warfighting enterprise with access to 
high-quality information services. 

In our view, the concepts of agents and autonomous systems overlap: An agent is 
considered to be an autonomous entity, which interacts with other agents and objects, 
services, etc. in its environment. Whether an agent is cooperative, able to migrate, 
solely resides on the Internet or has a hardware body (robot), etc., is irrelevant to our 
discussion. Our perspective does not conflict with definitions of agents and agency 
such as found in common literature (e.g., see [5]). To facilitate the discussion of 

                                                           
1 See http://www.darpa.mil. 
2 See http://www.jfcom.mil/about/fact_alpha.htm  
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agent-related dilemmas, three roles of agents are distinguished. Although agents in 
general may combine multiple roles, this distinction facilitates determining possible 
consequences of an agent’s involvement: 
• Information provision: agents that filter and aggregate information (e.g. involving 

‘data fusion’) can be used by combat commanders to address information overload 
and time-criticality and relevance of information. These agents are similar to 
information providing agents on the Internet for civilian purposes, such as finding 
the best price for a consumer good. 

• Decision making: agents that generate goals, plans and schedules can be used by a 
commander as more or less autonomous tactical decision support tools.  

• Action execution: agents that are able to autonomously execute actions, including 
control over weapons and other equipment can be used by commanders to perform 
missions. Although current Unmanned Combat Aerial Vehicles (UCAVs) are 
remotely controlled by human operators3, next generation UCAVs are expected to 
be fully autonomous [2]. 

3 The USS Vincennes incident 

On July 3, 1988, the USS Vincennes, a Ticonderoga Class cruiser equipped with the 
highly sophisticated Aegis system, was engaged in a skirmish with small Iranian 
speedboats in the Persian Gulf. The vessel was in the area to protect American 
interests and shipping from the effects of the protracted war between Iraq and Iran 
(the “first” Gulf War). While fighting the speedboats and in the midst of the confusion 
and chaos resulting from maneuvering the ship and engaging multiple targets at once, 
a contact thought to be an Iranian F-14 aircraft was seen to be inbound to the 
Vincennes. Assumed to be on a descending course straight for the ship, the air contact 
was tagged hostile and ultimately engaged and destroyed. The contact later turned out 
to be a civilian Airbus type aircraft, Iran Air flight 655 from Bandar Abbas to Dubai, 
carrying roughly 290 passengers. There were no survivors. 

There is considerable controversy surrounding various aspects of the incident, 
including why the Vincennes was in the location she was in and the necessity to be 
engaged in the surface battle with the speedboats. It is not the intention of this paper, 
however, to repeat the investigations or to pass judgment. Instead, the incident is used 
here as a platform for conjecture. If the three types of agent technology discussed 
above were introduced (more extensively than they were) in the Aegis system, what 
would the outcome have been and would the result be acceptable in the context of 
IHL? 

The system was designed to provide extensive battle space management and enable 
area defense against multiple air, surface and sub-surface targets. The level of 
autonomy with which the system could engage targets could be increased or 
decreased according to the threat level and circumstances. As a blue water warfare 

                                                           
3 For example, in November 2002 a Predator unmanned aerial vehicle fired a missile killing six 

suspected terrorists in Yemen; W. Pincus, U.S. Strike Kills Six in Al Qaeda, The Washington 
Post, 5 November 2002, at A01. 
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system, it was an ideal concept. In the crowded context of the Persian Gulf, however, 
with a confusing mix and number of military and civilian vessels and aircraft of 
various nationalities, it was less than ideal. Even less ideal was that the main displays 
showed only certain types of information (contacts and their tracks), while 
information about specific contacts (altitude, speed, etc.) had to be called up on 
separate screens. These screens did not show rate of change, however, which had to 
be calculated by the operators themselves. Finally, the Identification Friend or Foe 
(IFF) system and sensors relayed the information about contacts in the sensor gate set 
by the operators. The sensor gate had to be reset manually or the system would 
continue to relay data from the last position at which it was set, instead of the data for 
the actual contact at its new location. This was one of the main causes of 
misidentifying flight 655 (on a civilian IFF Mode) in mid-air with an actual Iranian F-
14 (on a military IFF Mode) on the runway at Bandar Abbas airport. 

4 International Humanitarian Law 

International Humanitarian Law is also known as the Law of War or the Law of 
Armed Conflict (LOAC). IHL seeks to limit the effects of armed conflict. It protects 
persons who are not or are no longer participating in the hostilities, and restricts the 
means and methods of warfare which the participants in hostilities may employ. This 
branch of law must be distinguished from the branch of law which regulates the 
legality of resorting to the use of armed force. IHL is not concerned with whether a 
particular conflict is legal or not, but with limiting the effects once a conflict exists. It 
is consequently only applicable during armed conflict. This is the principal difference 
with human rights law, which is applicable also in peace-time.  

IHL is strongly related to, but different from, other fields of law. One difference is 
that many IHL obligations are universal, i.e. they apply to (nearly) all states. In 
contrast, the civil law of contracts for example varies from state to state. A unique 
characteristic of IHL is that it must be applied in the fog of war and that it regularly 
involves life-or-death decisions. This means that the factors which contribute to 
respect or violation of the law are different from those which obtain in other fields of 
law. Finally, during an armed conflict IHL to a large extent sets aside other law. 

The main treaties in the field of IHL are the four 1949 Geneva Conventions and the 
two 1977 Additional Protocols to the 1949 Conventions. Unfortunately, there is no 
single authoritative definition of ‘armed conflict’. Although the drafters of the Geneva 
Conventions appear to have had an interpretation of ‘armed conflict’ as ‘physical 
confrontation’ in mind, the underlying purposes of IHL must be taken into account. 
As Schmitt states, given advances in methods and means of warfare, it is not 
sufficient to apply an actor-based threshold for application of humanitarian law; 
instead, a consequence-based one is more appropriate ([10], p. 374). In any event, it 
appears that agents are usually employed in the context of a physical confrontation, as 
the incident involving the USS Vincennes illustrates.  

A number of principles are generally recognized as fundamental principles of IHL. 
One of these is the principle of proportionality. This principle recognizes the 
inevitability of incidental damage in the attack of legitimate targets (i.e. according to 
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the principle of discrimination discussed below). Such incidental damage, however, 
may not be excessive or disproportionate in relation to the concrete and direct military 
advantage expected to be gained. Another is the principle of discrimination, which 
requires that a distinction be made between combatants and military objectives on the 
one hand, and civilians and civilian objects on the other hand. The latter principle will 
be used in this article to illustrate some important consequences which the use of 
agents may have for the application of IHL.  

5 The Principle of Discrimination 

The principle of discrimination basically states that combatants and military 
objectives may legitimately be attacked, and that it is prohibited to attack non-
combatants and civilian objects. Its codification in Article 48 of Additional Protocol I4 
is complemented by a number of other provisions in the Protocol which relate to a 
number of consequences of the distinction, including Article 51(2) which prohibits 
attack of civilians and Article 52 which defines military objectives. Of central 
importance to the application of the principle of discrimination to agent technology is 
the interpretation of the words “effective contribution to military action” and “definite 
military advantage” in Article 52.5 The ICRC Commentary states that a “definite 
military advantage” must be distinguished from potential or indeterminate advantages 
[8]. This interpretation, as well as the interpretation used by many states, rules out 
attacks against targets which are relatively far removed from actual military 
operations [6]. Other commentators and states, including the USA, adopt a broader 
interpretation including “war-sustaining” objects within the category of military 
objectives.  

Commanders are required to apply IHL during armed conflict. When a commander 
must decide on whether to launch an attack, it is expected that the commander makes 
decisions on the basis of all of the information available to him at the time, 
notwithstanding that a tribunal that must judge his decision after the fact may have 
more or better information at hand. In particular, the principle of target discrimination 
must take into account the necessity for decision-making in the fog of war [7]. Agent 
technology in the role of information providing agents can significantly affect the 
quantity and quality of the information available to the military commander, or at any 
rate present the available information better. A commander can then more precisely 
determine whether non-combatants and civilian objects will be at risk from a planned 
attack. However, the application of agent technology has two important 
consequences. First, the latitude extended to the commander to make mistakes 

                                                           
4 “In order to ensure respect for and protection of the civilian population and civilian objects, 

the Parties to the conflict shall at all times distinguish between the civilian population and 
combatants and between civilian objects and military objectives and accordingly shall direct 
their operations only against military objectives.” 

5 “Those objects which by their nature, location, purpose or use make an effective contribution 
to military action and whose total or partial destruction, capture or neutralization, in the 
circumstances ruling at the time, offers a definite military advantage.” 
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decreases, as the assumed limitations in the information at his disposal decrease as 
well. Second, a commander may rely increasingly on indirect, filtered, information, 
which may not contain information relevant to IHL issues.  

An important finding in the investigations of the USS Vincennes incident was the 
concept of scenario fulfillment, combined with a (false) trust in the technology and 
the information it was providing. Put simply, the operators expected the situation to 
be one of attack and consequently interpreted the information to fit their expectations. 
The Aegis system filtered information in the sense that it displayed only certain 
information on the main displays. The system was designed for extensive blue water 
(‘on the ocean’) engagements in which civilian interlopers were not considered a 
realistic scenario element. Furthermore, the system was capable of tracking hundreds 
of contacts at once and providing extensive details on each would have overloaded the 
operators. Nowadays, since the attacks on the USA of September 11, 2001, the 
difference between an innocent civilian airliner and a guided weapon has faded 
significantly. Had the Vincennes been fitted with an information filtering agent, it 
would have been an interesting challenge to choose what information needed to be 
filtered out and what information would need to be displayed to the operators. Would, 
given these factors, the IFF mode be relevant or would instead track behavior, 
airspeed and angle of attack (ascent or descent) be more relevant to display? The 
information required to distinguish between a truly civilian object and a valid military 
target varies according to the circumstances and cannot be quantified or qualified 
uniformly to fit every possible scenario. 

In short, can a commander trust that the information has been filtered in such a way 
that he has all the information he needs to make decisions compatible with IHL? This 
issue becomes even more important in multinational operations, when the same 
agents may filter information for commanders of different nationalities. The sending 
states of these commanders may not be bound by the same obligations of IHL. In this 
regard it is important to note that some of the principles of IHL are set forth only in 
Additional Protocol I, which has not been ratified by a number of important military 
powers, notably the United States. This fact is of importance, as present-day agent 
technology introduced into multinational operations is most likely to be American. 

Whether agents will become capable of correctly distinguishing civilian and 
military targets is an open question, as the issue is also challenging to humans (e.g., 
consider terrorism). Although, in general, a civilian loses the protection of IHL if and 
for such time as he takes a direct part in hostilities6, it is controversial how 
extensively “taking a direct part in hostilities” should be interpreted. A number of 
interpretations are advanced [4], which employ a relatively high threshold which must 
be crossed before active participation is accepted, in contrast to other interpretations 
[3]. An in-depth study of direct participation is beyond the scope of this article, but is 
of importance to agent technology: can agents or their human masters become 
military targets as well? Often civilian contractors or non-military government 
agencies are employed, for example by providing support for agent technology 
operations of armed forces, or operation of agent technology by civilians. Depending 
on the extent of the definition of direct participation, e.g. a civilian agent-technology 
expert loses IHL protection, simply by maintaining the platform of a communications 

                                                           
6 Article 51 (3) Additional Protocol I. 
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agent without which the combat commander cannot function. In addition, the 
distinction between military and civilian objects becomes more blurred, e.g. as 
telecommunications networks and technological equipment are of a dual-use nature 
and may host both civilian and military (mobile) agents. 

In order to make it possible to apply the principle of discrimination, combatants are 
obliged to distinguish themselves from non-combatants. IHL does not require 
participants to wear a uniform, it is sufficient that at least they carry their weapons 
openly during each military engagement, and during such time as they are visible to 
the adversary while they are engaged in a military deployment preceding the 
launching of an attack in which they are to participate.7 However, it is infeasible to 
apply these requirements to computers and agents. Other distinguishing 
characteristics need to be defined, such as hosting military agents only on agent 
platforms (i.e., computers) with designated military IP addresses [10]. Mobile military 
agents, however, need other solutions; measures and policies need to be defined and 
implemented to constrain military agents to military agent platforms. Even then it 
may be unavoidable that civilian agents providing information to military agents 
become military targets. 

Another aspect of the application of the principle of discrimination is agent 
autonomy: Agents operate with a certain independence from human operators, such as 
in unmanned combat aerial vehicles. In the Vincennes incident, the Aegis system in 
autonomous mode might not have made the decision to engage the civilian aircraft, 
given the information which was available to the system but not picked up by the 
human operators. But would the system have engaged the aircrafts hijacked on 
September 11, 2001? How would such a system make a decision capable of 
withstanding legal review and scrutiny which balances civilian lives on the one hand 
and civilian lives combined with a possible military objective on the other hand? 
Clearly such a decision cannot be based solely on numerical comparisons (killing a 
few civilians is better than killing a lot of civilians). The law dictates that the 
evaluation be based on a comparison between the anticipated loss of civilian lives and 
the military advantage anticipated from the attack. Furthermore, such an evaluation 
only becomes relevant after the initial determination that the actual target is a valid 
military objective. That in turn requires an evaluation of the information available 
about the target, including complex estimations of the effective military contribution 
of dual-use objects or goods under the specific circumstances prevailing at the time.  

As Schmitt states, despite human frailties, most would agree that there are 
advantages to having real "eyes on target."  Thus, in much the same way that 
technology counteracts human error, human observation mitigates technological 
shortcomings [11].  

                                                           
7 Article 44 (3) Additional Protocol I. 
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6 Discussion 

Russel [9] states that “people cannot be removed from interacting with computing 
systems for anything but the simplest, most predictable of tasks” and that “tasks that 
[…] critically depend on external world state are often not well suited for autonomic 
computing.” While these statements are based on an analysis of effective user 
interaction with autonomic computing platforms, they are certainly no less valid in the 
context of an analysis of autonomic agent technology in relation to the complexities 
of command decisions within the framework of IHL. While the Vincennes was 
equipped with (rudimentary) versions of the agent technology under discussion in this 
paper, it is clear that more extensive implementation of autonomous processes would 
have merely resulted in shifting the dilemmas sketched above from the shoulders of 
the commanding officer and crew of the USS Vincennes to the shoulders of the 
system designers and engineers. It follows, therefore, that although operating a 
complex weapons platform in context of the modern battlefield is impossible without 
the aid of extensive automation and, ideally, autonomous technology, targeting and 
engagement decisions provide case and environment-specific legal dilemmas that may 
defy resolution by autonomous agents on the basis of pre-determined “blanket” 
criteria. 
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