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Abstract—Stand-alone cameras or CCTV networks are nowa-
days commonly present in public areas such as city centers,
stores and more recently in transportation infrastructures. In
the meantime, automatic processing of video data is a field of
activity stirring up the utmost attention in the pattern recognition
community; state-of-the-art advances in this area enable the
reliable extraction of features and the investigation of numerous
applications dedicated to ITS.

A first obvious field of application of Video Content Analysis
(VCA) consists in improving safety and security in transport’s
context. Embedded VCA in vehicles can track pedestrians to
avoid collisions, improving safety. Used in railway station, VCA
are able to detect left luggage allowing to enhance security. Video
streams available from such installations may also represent a
useful source of information for statistical transportation appli-
cations, e.g. monitoring of road traffic conditions or providing
accurate counting statistics in railway/subway stations.

This paper proposes an overview of the VCA applications
in terms of safety, security and efficiency for ITS, with a
specific focus on the usability of such VCA systems (emerging
research topics, state-of-the-art studies, already commercialized
applications, etc).

I. INTRODUCTION

Nowadays, it is increasingly difficult for an operator to spot
an incident on a wall of monitors as typically in use in CCTV
control room. Research shows that the efficiency level of an
operator dramatically drops over a period of time; after 20
minutes, an operator takes into account 5% of the information.
When dealing with safety/security concerns, these numbers are
not acceptable. Development of VCA systems allow to assist
operators to focus on abnormal events.

Another interesting capability of VCA systems is the access
of huge amount of information for transportation applications;
e.g. statistical information about transportation context/usage
can be computed and used to optimize the efficiency of
existing infrastructures (reducing exploitation and maintenance
costs, offering new services to customers, etc).

In this context, this paper proposes an overview, from
academic to commercial usage, of the usefulness of VCA
in transportation system, to improve safety, security and ef-
ficiency. Sec. II presents VCA systems to improve safety,
essentially in road and railway context. Sec. III provides an
analysis of VCA systems dedicated to security. And last,
Sec. IV focuses on systems combining video analysis and sta-
tistical measurements to improve efficiency of transportation
installations and traffic management.

II. VCA FOR SAFETY APPLICATIONS
A. Safety applications in road transport

The enhancement of computer vision technologies
combined with the exponential growth in processor speeds
now allows real time video-processing on embedded
machines. In this context, on-board vision-based systems
for road applications aim at avoiding collision by detecting
obstacles, assisting the driver or by interpreting road traffic
signs.

1) On-board pedestrians detection: In road area, target
obstacles can be of various types but those receiving most
attention are of course pedestrians. Xu [48] uses a thermic
camera to detect and track pedestrians. The presented ap-
proach based on hotspots extraction, Support Vector Machine
(SVM) classificator and Kalman filter tracking gives promising
results. Schauland [40] performs a two-steps algorithm to
detect pedestrians. A first feature extraction based on wavelet,
symmetry and edge features, provides a feature vector, which
is then classified as pedestrian or not using a SVM. The
cascade combination of symmetry (computationally cheap pre-
classification) and wavelet features (very good classification
performance) leads to very satisfying results for non-occluded
pedestrians. Evaluations have been performed on 4 different
dataset (5616 images), separately on symmetry and wavelet
features. Results are shown on Fig. 1.

Feature Wavelet Symmetry
Dataset 1 99.57% 73.00%
Dataset 2 94.25% 63.50%
Dataset 3 95.20% 88.73%
Dataset 4 | 98.24% 93.13%

Fig. 1. Tllustration and test results of Pedestrian Detection [40].

On-board pedestrians detection technology becomes mature
and some car manufacturers [26] already propose this safety
system in option in their high-quality products.

2) On-board vehicles detection: On board road vehicles
detection is one of the most important components of any
driver assistance system. A survey of vision-based on road
vehicles detection systems is presented in [43]. In brief,
vehicle detection is a very challenging task due to huge



variability in class of vehicle appearance. Vehicle detection
system can be divided into two steps; first, hypothesis
generation gives locations of possible vehicles in an image
(knowledge based method using prior knowledge, stereovision
based method using disparity map or motion based method
using optical flow). Secondly, hypothesis verification performs
tests to verify the presence of vehicles in an image (template
based method or appearance method). The paper concludes
that fusing data from multiple cues and sensors should be
explored more actively in order to improve robustness and
reliability of such systems.

3) Road/Highway traffic monitoring for safety applications:
Motorways authorities monitor the traffic in order to increase
security of drivers. Many roads are already equipped with
monitoring systems which are able to detect incidents, e.g.
traffic in wrong directions, abrupt changes in traffic velocity
or traffic congestions. A considerable amount of research and
engineering has been done in this field. Karim [24] presents
a new two-stage incident detection model based on advanced
wavelet analysis and pattern recognition techniques. Wavelet
analysis is used to denoise, cluster, and enhance the raw
traffic data, which is then classified by a radial basis function
neural network. Presented results show excellent detection and
false alarms characteristics. Considering a video camera fixed
on the front of a public bus, Parisot [37] proposes a cost-
effective approach to estimate the speed of the vehicles on
the adjacent lanes when the bus operates on its reserved lane.
Using pre-defined speed thresholds, the traffic can be classified
in realtime into different categories such as fluid or congestion.
The Fig. 2 shows an example of track line positions (pink) and
presents performance of the system.

Data Detection Rate
Fluid: 191 186 (97%)
Busy: 33 13 (39%)

Slow Down: 26 23 (88%)
Congestion:6 6 (100%)

Fig. 2. Tllustration and test results of Traffic Flow Classification [37].
Traffic management systems are now matured technologies,
widely exploited by companies [44], [47].

4) Driver fatigue evaluation: Another way to reduce or
avoid collisions, and thus to improve safety, is to detect the
driver fatigue. To do so, classic methods are decomposed into
three main steps: face detection, eye detection and tracking,
and open/closed eye state. Using these ideas, Zhang [50]
extracts face position using Haar cascades, detects the eye
position with projection techniques, tracks eyes with unscented
Kalman filter, gives state of each eye using a vertical pro-
jection. Five consecutive frames with eyes closed trigger an
alarm in the car to alert the driver. Illustration and performance
evaluation of eye tracking are presented in Fig. 3.

Many of the biggest car manufacturers [49] are involved
in research projects dealing with driver fatigue detection,

Results
Total Frames 7829
Tracking failure 39 (0.49%)
Real Dozing 15
Correct warning 15 (100%)

Fig. 3. Tllustration and test results of driver fatigue detection [50].

researches which will lead to commercial products in the next
few years.

5) Road infrastructure detection for driving assistance:
Detection and interpretation of, for example, road traffic signs
or lane marking can assist drivers and help them understanding
their environment. Concerning road sign detection, methods
can be divided in two categories: those using tracking [13] af-
ter a road sign detection, and those using image interpretation;
Shirvaikav [42] develops a method for automatic detection and
interpretation of road signs. The real-time approach is based on
an independent spectral (using color cues) and spatial (using
attributes derived from object model) features analysis.

Other studies try to extract lane marking. Liu [27] reaches
a detection rate between 92% and 100% using edge points
cue to detect lane marking. Combining to filters (based on
road orientation and confidence measures) to remove wrong
lane, and to a finite state machine to finally classify the
good lanes, he obtains an effective and robust system. Lane
marking detection has been exploited by most of the car
manufacturers in order to improve road user safety. In 2002,
Toyota [41] introduced its Lane Monitoring System, warning
the driver if the vehicle is beginning to drift out of its lane.
In 2003, Honda [46] launched their Lane Keep Assist System
on the Inspire model. In 2005, PSA became first in Europe to
offer Lane Departure Warning Systems. In 2007, Volvo [38]
introduced the Lane Departure Warning system along with the
Driver Alert Control on its 2008 models. In 2009, Mercedes-
Benz began offering a Lane Keeping Assist function on the
new E-class, system which warns the driver with a vibrating
steering wheel if the vehicle is beginning to leave its lane.

B. Improving safety using video in railway environment

1) Obstacle/activity detection at level crossings: The pur-
pose of obstacle or activity detection in railway context is
to prevent vehicle and train collisions at Level Crossings
(LC). Such systems mainly allow for the timely detection of
objects caught within the LC area and provide automated alert
notification. Ohta [36] develops a system of stereo cameras
used to achieve a large coverage area. Stereo cameras enable
the system to obtain the 3D shape information which signifi-
cantly reduces the number of false detections due to shadows
and headlights. Machy [28] presents another approach based
on video monitoring detecting stopped vehicles on the level
crossing when a train is approaching. Built on video analysis
algorithms, it interprets the image context in order to isolate
presences rather than movements. Fig. 4 presents such a
system and performance evaluation done on 24h sequences.



Results

Nb of real obstacles 40
Detection Rate 39 (97.5%)
Missed Detection Rate 1 (2.5%)
False Alarms Rate 3 for 24h

Fig. 4.
LC [28].

Illustration and Performance evaluation of Obstacle detection at

2) Video transmission in railway context: The capability to
have access to live video is very useful to enhance safety in
complex environments, e.g. between metros and control room,
or between the back and front of a train. The problem is
then not related to video analysis but to video transmission.
Initiatives to develop bandwidth efficient communication sys-
tem to transmit videos are in progress [14]. Wireless video
transmission can then be envisaged to assist train backing
maneuver (a tricky operation because the driver do not see
the front of the train). In order to improve safety during
this operation, systems can be envisaged [29] to acquire high
quality video and audio from the back of the train and to
transmit them to the front using a wireless robust link over
several hundred meters, able to function in complex and noisy
context. Fig. 5 shows the transmitter and receptor of such a
system on a train.

= H

(a)Transmission part. (b)Receptor located in the cab.

Fig. 5. System to assist train backing [29].

In complex environment like railway, bandwidth is actually
too narrow to transmit megabits of data. Consequently,
embedded VCA system can be used to detect events (e.g.
alarm combined with a small sample of the video around
the event) which are then transmitted instead of the whole
video. The BOSS! project aims to evaluate and demonstrate
efficient transmission from the train to a control center. The
aim is to transmit extracted events, such as fight detection, to
the control room in order to improve passengers’ safety.

3) People on tracks detection: The detection of people
falling on tracks is of high interest for the research community,
with the intention of increasing user’ safety. Through computer
vision processing, Khoudour [25] system automatically detects
people or objects falling on or crossing the tracks in public
transport. It then determines and sends in due time alarms and
the corresponding video image to the systems operators. Such
technologies have also been developed by some companies.
iOmniscient’system [22] detects not only people on the train
tracks but also people who get too close to the edge of the
platform.

'BOSS: On Board Wireless Secured Video Surveillance; research project
launched by France, Spain, Hungary and Belgium under the framework of
Celtic programme. See http://www.celtic-boss.org for more details.

III. VCA FOR SECURITY APPLICATIONS
A. Harmful behavior detection in transportation context

In terms of security, researchers have boundless imagination
to detect abnormal situations in order to avoid small crimes.

1) Robbery detection: Chuang [9] develops a novel method
for suspicious object detection and robbery event analysis
in public areas. The method is based on a background
subtraction using minimum filter followed by a moving object
tracking. The trajectories are then analyzed and suspicious
object transferring between two persons is extracted.

2) Loitering detection: Loitering behavior often leads to
abnormal situations, like suspected drug-dealing activity, car
robbery, pickpocket. Some researchers are leading studies
to detect these situations. Bird [4] detects loitering in the
context of inner-city bus stops, mainly to detect drug-dealers.
After steps of segmentation (mixture of gaussians) and
tracking (segmented blob matching) of pedestrians, people
are stored in database using short-term biometric and clothing
color features. Loitering is judged evaluating how long an
individual is present around the bus station. Preliminary
results shows an accuracy of 66% for loitering detection.

3) Graffiti detection: Nowadays, countless acts of graffiti
are committed daily against public and private properties all
around the world. The costs caused by such damage are
huge, mainly for the uncleanness and perceived insecurity
in railway/bus/underground stations. Graffiti detection is an
emergent research subject, still in its infancy. In this context,
Angiati [1] presents a method for graffiti detection based on
change detection algorithm and motion vector. The aim of this
system is to detect the graffiti painting act while people are
going to draw, identify them and distinguish the drawer. The
author also provides a performance evaluation of his system
given in Fig. 6.

Day Night

Datal Data2 | Data3 Data4 | Data5

DR 97% 65% 95% 69% 91%
FAR 0.5% 0.6%

Fig. 6. Illustration and test results of graffiti detection method (DR: Detection
Rate - FAR: False Alarm Rate) [1].

B. Video-based surveillance for critical transportation appli-
cations

Unusual events happening in transportation context, e.g.
intrusion detection, left luggage, may also be source of
dangerous situations, like terrorism. A huge number of
researches have been conducted during the last decades,
covering these sensible subjects.

1) Intrusion detection: People entering a predefined
forbidden area may lead to security problems. Many
academic researches deal with intrusion detection [2], which



consists in detecting people going into an unauthorized area.
The researches become mature and companies now offer
such systems. Perimeter Intrusion Detection Systems [16] is
a fast emerging application deployed to prevent intrusion of
unauthorized personnel into secure areas such as airports,
railway/subway stations..

2) Left Luggage: Candidates of abandoned luggage items
may pose potential security problems. A high number of sys-
tems have been developed by researchers to detect left objects:
methods are mainly tracking-based [3]. As an alternative to
tracking-based approaches that heavily depend on accurate
detection of moving objects, Porikli [39] presents a pixelwise
method that employs dual foregrounds to extract temporally
static image regions. The method has been evaluated using
different public dataset, results are presented in Fig. 7.

Nb Frames 60120

Nb Events 51
DR 50 (98%)
FAR 5

Fig. 7. Tllustration and test results of left luggage benchmark (DR: Detection
Rate - FAR: False Alarm Rate) [39].

Left luggage detection is becoming a mature and of interest
technology for governments, e.g the i-LIDS initiative of UK
government facilitates the development and evaluation of
vision based detection systems. In France, SYSTEMATIC is
a world class cluster dedicated to fund research project in the
fields of Automotive, Transport, Security and Defence.

3) Weapon detection: The detection of weapons concealed
underneath a person’s clothing is an important topic to
improve security in airports or train station. Manual screening
procedures are common in control settings but it is sometimes
desirable to detect weapons from a standoff distance. R&D
premises in this domain are presented here. Chen [10]
presents a tutorial overview of development in imaging
sensors and processing. A number of sensors based on
different phenomenology (infrared, passive millimeter wave
(MMW) imaging sensors) as well as image processing support
are being developed to observe objects underneath peoples
clothing. A more recent imaging modality used to detect
weapon is terahertz imaging (THz). Ramirez [6] presents the
application of a basic unsupervised classification algorithm
for the segmentation of indoor passive Terahertz images.
Combined with image processing and pattern recognition
techniques, the system is able to detect weapons under clothes.

4) People tracking and behavior analysis: Object tracking
in video is a very active research topic in dynamic scene anal-
ysis, because it is usually the first step before applying higher
level algorithms. In the context of multiple object tracking
(MQT), establishing the correspondence between objects and
observations is not a trivial task. Piater [17] makes an overview
of existing MOT techniques. Particle filtering is often used
in MOT because of its ability to carry multiple hypotheses.

Humphreys [20] presents a new approach to MOT using a
combination of simple neural cost functions based on Self-
Organizing Maps. The algorithm matches 98.8% of objects to
within 15 pixels.

Multiple cameras tracking (MCT) is also needed to cover
large environments for monitoring activity. To track people
successfully in multiple cameras, one needs to establish cor-
respondence between objects captured in the different views.
Colombo [12] presents work towards a system for tracking a
pedestrian in multiple cameras using the color appearance of
the observations. A novel method for estimating the appropri-
ate transform between each cameras color space is proposed,
using covariance of the foreground data collected.

IV. VCA FOR EFFICIENCY APPLICATIONS
A. Traffic Statistics in road applications

When looking at the roadside, advanced VCA can produce
useful statistics on individual vehicle measurements (time,
length, width, height, lane, speed and distance/time to previous
vehicle), estimate lane occupancy and average flow speed,
perform vehicle classification (e.g. car, truck, van...). An im-
portant number of researches have been conducted in vehicle
detection and classification [32] to guide surveillance operators
and reduce human resources for observing hundreds of cam-
eras. Buch’s system [5] performs per frame vehicle detection
and classification using 3D models. Motion silhouettes are
extracted and compared to a projected model silhouette to
identify the ground plane position and class of a vehicle. The
system has been evaluated with the reference i-LIDS dataset
from the UK Home Office, and leads to high precision results;
96.1% of good classification.

Lane occupancy and traffic density estimation can also
provide interesting statistics to better manage the traffic.
Ozkurt [15] presents vehicle classification and traffic density
calculation methods using neural networks, with promising
preliminary results for density estimation.

These different researches rapidly conducted to commercial
products. The system proposed by ACIC [33] is a new genera-
tion of VCA products for traffic monitoring. High-performance
algorithms allow to process multiple lanes of traffic in every
outdoor or tunnel conditions, producing in real time individual
vehicles and traffic flow data. Fig. 8 shows an example of
traffic monitoring using a fix camera on a highway.

Fig. 8. Tllustration of traffic monitoring. Copyright (©2008 ACIC.

B. Video analysis for transportation statistics gathering

As presented in previous sections, VCA provides crucial
information to improve passenger’s security and safety. But
it can also be exploited for statistical purposes, in order to



gather statistics and improve transportation infrastructure
efficiency.

1) From People Counting to Crowd Analysis: People count-
ing is a widely matured developed tool [45]. Knowing how
many passengers use train infrastructure is necessary to get
grants or justify adding or reducing service. Irisys infrared
people counters [21] proposes a system using infrared cameras
to count people. TrueView People Counter [11] is a product
for the retail industry that provides easy-to-use and accurate
people counting, with a superior accuracy (95-99%). Once
people are detected, a logical way to continue researches is to
detect groups, which provide social statistics on infrastructure
usage in terms of type of occupancy (alone or in group) [19].
Hoogs [18] proposes an approach to consistent labeling also
capable to fully characterize groups of people and to manage
miss segmentations. Extensive experiments demonstrate the
accuracy of the proposed method in detecting single and
simultaneous handoffs, miss segmentations, and groups.

Going one step forward, crowd monitoring researches have
exploded last decades. Concerning crowd density estimation,
Marana [31] proposes a new method able to estimate
densities ranging from very low to very high concentration of
people, which is a difficult problem because in a crowd only
parts of people’s body appear. The SERKET project [23]
aims at developing an innovative software approach where
data coming from heterogeneous sensors are automatically
analyzed. For example, a module of crowd monitoring has
been developed to analyze crowd situations, detects abnormal
events (e.g. thrown object or fight) and alert security personal.
For the 2009 session, PETS workshop focuses on crowd
image analysis, to devise and implement automatic systems
for obtaining detailed information about the movements of,
and collective behavior of, individuals and groups within a
crowded scene observed by a single camera or by a network
of cameras. Researches lead to numerous papers dealing with
crowd monitoring [8].

2) User’ behavior analysis: All these described techniques
for people counting or density estimation can then be used
to evaluate user’ behavior in term of infrastructure usage.
As an illustration, Naturel [34] monitors the general usage
of a metro station equipment, with an emphasis on ticket
vending machine and extract their statistics. The novelty of
this method is that it does not require any tracking, events are
directly recognized from image measurements. Fig. 9 presents
an evaluation of the quite good performance of the system.

pEEEE e GT Results
Nb events 27 27
Mean duration(s) 32.5 349
Max duration(s) 1 6.8
Min duration(s) 99 94.6

Fig. 9.

Ilustration and test results of machine occupancy [34].

Carincotte [7] proposes to show how video data available in

standard CCTV transportation systems can represent a useful
source of information for transportation infrastructure man-
agement, optimization and planning if adequately analyzed.
Two algorithms are proposed allowing to estimate the number
of people on a platform and to measure the platform time-
occupancy by trains as presented in Fig. 10. A statistical
analysis of the results of both algorithms provides interest-
ing insights regarding station usage; this analysis allows the
identification of different behaviors depending on the time of
day or the day of week, and thus the quantification of the
knowledge intuitively gathered by operators (e.g. commuters
behave differently than weekends shoppers).

Week Week-end
Detection Rate(nb) 96.86% 98.12%
Detection Rate(time) 96.47% 97.83%
Arrival delay (s) 0.657 0.6325
Departure delay (s) 0.812 0.73

Fig. 10.
train [7].

Tllustration and test results of the platform time-occupancy by

These academic emerging researches lead to commer-
cial products for detecting queues in transportation environ-
ments [35].

V. CONCLUSION

Video Content Analysis can be used in many contexts
in transportation systems. Using embedded systems in train
or vehicles, VCA is able to detects obstacles in front of
the vehicle and avoid collision, thus increasing user’s safety.
Tracking and monitoring people behavior, VCA is used to
analyze gestures and so to better enhance security in pub-
lic places. Used as a statistical tool, VCA provide useful
information to enhance efficiency in traffic or infrastructure
management. These systems including VCA become more and
more complex. Most of the recent studies tend to merge these
applications. For instance, a traffic monitoring system provides
information on traffic, in order to regulate the traffic, but also
to detect incidents, like stopped vehicles.

These VCA systems are more and more used by govern-
ments for law enforcement. The detection of red light crossing,
combined with a licence plate recognition allows to verbalize
road users; a similar system is already in use in London [30].
An automatic number plate recognition system, embedded in
policy vehicles, reads numberplates as vehicles enter the city
center and check within police databases if this vehicle is
allowed to enter London city center this day. Other VCA
systems embedded in buses are able to detect illegal vehicle
parking inside bus lanes.
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