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Abstract 

Distribution is ofren discussed under different issues of 
interest in the context of workfrow management. This paper 
contributes a general framework for this discussion, i.e. it 
presents a general framework for workflow management in 
distributed environments. Technical and organiza tional is- 
sues are analyzed that have an impact on the design of a dis- 
tributed workflow management system. Within the core part 
of this paper we present a taxonomy enabling to compare 
implementation concepts of different workfrow management 
systems especially with respect to distribution. 

1. Motivation 
“Distribution” and “workflow management” are topics 

which are naturally associated with each other closely. 
There are articles about ‘distributed workflow management’ 
[ 11, [21, ‘wide area workflow management’ [3], and ‘Cross- 
Organizational Workflow Management and Co-ordination’ 
[4] which all deal with the issue ’distribution’. These articles 
investigate architectures for workflow management systems 
deployable in distributed computer systems, techniques for 
enacting workflows in large scale computer networks 
whereby the interaction of different workflow management 
systems is discussed, and organizational issues of workflow 
management in distributed organizations. We wonder how 
all these contributions can be distinguished from each other 
and whether they are comparable, orthogonal and comple- 
mentary. 

We start out our investigations from the assumption that 
distribution and workflow management are inherently and 
intrinsically coupled. A workflow is always distributed, 
there is no centralized workflow; of course, it has to be de- 
fined what “distribution” means in this context. A brief look 
onto a definition of workflow management supports this as- 
sumption: 

A Workfrow management system is an active system that 
manages the jlow of business processes performed by 
multiple persons. It gets the right data to the right people 
with the right tools at the right time [SI. 
The main components of a workflow, namely persons, 

tools and data, will in general not be allocated at one single 
computer. Since a workflow has to integrate all these ele- 
ments, the naturally distributed character of a workflow can 
be derived. The definitions indirectly imply that workflow 
management is performed on a distributed computer system. 

Besides, they convey that workflow defines processes that 
span different organizations and organizational units, re- 
spectively. Therefore, workflow management also reflects 
organizational concerns. 

Now, we are able to rephrase our critical statements made 
above. “Distribution” as an intrinsical part of workflow 
management has to be investigated either from a technical 
perspective and from an organizational perspective. More- 
over, since these perspectives mutually affect impact each 
other, a comprehensive and combined discussion of these is- 
sues is required. One consequence is to define a methodolo- 
gy that both is able to capture either technical and organiza- 
tional parameters of an application and is able to derive a 
technical architecture from these parameters. This paper 
will contribute such a methodology. 

Technical and organizational impacts on workflow man- 
agement are discussed in Section 2. Section 3 introduces a 
general model for distributed systems, here applied to the 
realm of workflow management and structures the distribu- 
tion problem finally. Related work is presented in form of ta- 
ble in Section 4. Enhancements to the workflow language 
for supporting and controlling distribution out of the work- 
flow management application are presented in Section 5. 
The paper finishes with a sort conclusion. 

2. Organizational and Technical Impacts on 
Workflow Management 

These business processes distinguish themselves by inte- 
grating remote resources like organizational structures (e.g. 
users, groups, departments), applications (e.g. word proces- 
sors, databases) and workunits (the tasks to perform). 
Workunits may thereby be seen as parts of a business pro- 
cess enacted by different organizational agents (e.g. depart- 
ments, clerks). The distribution of a workflow management 
system is a natural outcome of the physical distribution of 
organizations, hardware devices, software applications and 
business logic. We assume that each organizational unit has 
got assigned a couple of hardware devices. Since users be- 
long to one specific department they are automatically aq- 
signed to specific hardware components. Organizational 
units may even be located outside of the companies network. 
For instance, users work from home or working on a laptop 
while being on business trips. 

Not only hardware devices are assigned to specific orga- 
nizational units, but also (software) applications are. Nor- 
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mally, applications are installed and made available on the 
computers of an organizational unit. Thus, their allocation is 
determined by organizational constraints. Another issue to 
take into consideration is the heterogeneity of the hardware 
and software infrastructure. Heterogeneity 161 is mostly 
caused by an autonomous and independent behavior of or- 
ganizational units which select and buy hardware and soft- 
ware components as results of intemal assessment. Thus, the 
natural outcome is that these components differ in 'syntax' 
(format, protocol) and semantics. Besides technical and or- 
ganizational constraints that directly can be derived, some 
general principles must be obeyed. First of all security re- 
quirements must be fulfilled which reaches from privacy to 
authentication and authorization. Second, additional costs 
have to be taken into account. There must be rules that de- 
termine who is going to pay for what service during work- 
flow execution. Finally, additional administration tasks for 
the distributed system must be considered. 

It is not in the main scope of this paper to compile a com- 
plete list of technical and organizational constraints for a 
workflow management application. Instead, the above dis- 
cussion demonstrates clearly that many different and proba- 
bly sometimes contradictionary constraints have to be con- 
sidered when a workflow management application is de- 
signed. 

3. Distributed Workflow Application and 
Solution 

Enacting a distributed business process is done by defin- 
ing and executing an appropriate set of workflows, better 
workflow schemes. A workflow schema comprises work- 
flow definitions, data definitions, agent definitions, applica- 
tion definitions, etc. The workflow schemes together consti- 
tute a workflow based application system (ASWfMS). An 
ASwMs runs on top of a workflow management system 
(WfMS). Executing a workflow means to instantiate a work- 
flow schema; this results in workflow instances. They are al- 
so regarded a3 part of the ASwms. Derived from the term 
distributed system and application in the area of computer 
science (e.g. [7],  cf. Fig. la), the terms distributed workflow 
application and solution can be introduced: A WfMS to- 
gether with a ASwms forms a distributed application, here 
called distributed workflow application (DWA). A distribut- 
ed workflow solution (DWS) is built up by a distributed 
workflow application and its underlying hardware resources 
(cf. Fig. lb). 

In order to complete the discussion of distributed systems 
in the context of workflow management, the components A, 
of a distributed application, here the DWA, still have to be 
identified. According to Figure lb, either the ASwMs and 
the WfMS have to be analyzed with respect to components. 
Technical and organizational requirements towards work- 
flow management are completely enacted through: 

the identification of components A,, and 
the allocation of components Ai to hardware resources 

Thus, this allocation reflects the impact of these require- 
ments on workflow management. For instance, an organiza- 

s k. 

tional requirement forces the allocation of a WfMS at the 
department's host; another requirement leads to the replica- 
tion of some components at different sites in order to in- 
crease their availability. Consequently, the identification of 
components Ai and their allocation to hardware resources 

e.g. its distribution, is a direct consequence of organi- 
;cational and technical issues. Note, due to this observation it  
is not required that a DWA must be distributed in an exhaus- 
tive manner. Also a mainly centralized architecture might 
lulfill the requirements accurately. 

b) 
is-allocated-at 

-0 
is-implemented-on-top-of 
Ai: components of the S,: components of the 

distributed application distributed hardware 

Fig. 1 Applying the definition of a distributed system to 
workflow management 

Component Relationships 

The primary task is to identify components. They belong 
either to the ASwms (named CompAs) or to the WfMS 
(Compwms). The secondary task is to specify relationships 
between these components. These relationships determine 
ihe allocation of the components to hardware devices, i.e. 
ihe distribution of the DWS. The relationships are derived 
from technical and organizational constraints. A representa- 
live set of relationships is compiled into the following list 
i\cf. Fig. 2): 
(1) Hardware infrastructure: First of all, a description of the 

hardware infrastructure together with technical param- 
eter is necessary. It is necessary to know about the avail- 
able hardware components and the connectivity of the 
network between them. 

(2) Relationships between organizational units: Organiza- 
tional units depend on each other. For example, an orga- 
nizational unit oul is a sub-department of ou2, an orga- 
nizational unit (i.e. an employee) ou3 works for ou4 
(e.g. a project). See [8] for an extensive discussion of 
this topic. 

(3) Relationships between components and organizational 
units: Any of the components of figure 2 is assigned to 
organizational units (3a, 3b, 3c). People of these orga- 
nizational units use the hardware devices to work with 
the computer system. Consequently, applications must 
be accessible from these hardware devices if they are 
going to be used. 
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(4) Relationships between Compwms and hardware 
resources: A specific component Compwms requires a 
certain hardware type. For instance, a certain workflow 
server runs on Solaris 2.7 operating system. 

(5 )  Relationships among Compwms: The components of a 
WfMS mutually require each other according to client/ 
server computing. These relationships especially have 
an impact on non-functional issues like and scalability. 

(6) Relationships between Commms and CompAs: The 
components CompAs need selected components Com- 
myfMs to perform. For instance, the execution of an 
agent assignment procedure (as a CompAs) requires the 
corresponding module of a WfMS (i.e. a Compwms). 

(7) Relationships among CompAs: For instance, during the 
execution of a workflow, agent and workflow type data 
are frequently needed together. Similar to the relation- 
ships (5).  the allocation of CompAs thus has an impor- 
tant impact on non-functional requirements. 

Description: 

organizational unit 

U 0 relations between of Components of 
components of one layer the A S w f ~ s  the WfMS and of 

supporting systems * - m  
realtions between 
components of Hardware Organizational 
different layers Ressources Unit 

Flg. 2 Components of the Dlstrlbuted Workflow Solution 
and relatlons between them 

Sources of Information 
From an abstract point of view, the relationships depicted 

in the list above define the technical and organizational con- 
straints that have a lasting impact on the distribution of a 
DWA. Consequently, it is necessary to know where these 
constraints are defined. In this subsection we investigate the 
sources of information from that constraints are derivable. 

The hardware infrastructure (list item (1)) is described in 
a system repository. Specifically for the use in the context of 

workflow management, the system repository must com- 
prise information about connectivity, which is characterized 
by the bandwidth, latency and error rate of a network con- 
nection between two systems. Organizationai units and their 
interrelationships (list item (2)) are defined in a so-called or- 
ganizational model (cf. [ 161). Such an organizational model 
is ideally independent of workflow management and is 
available for multiple application areas like project manage- 
ment, groupware and - of course - workflow management. In 
reality, an organizational model is mostly set up as a special 
module of a DWA. Workflow management systems support 
a language to define those organizational units and relation- 
ships that are required to find the right people to assign 
workflows to. The relationships between all kinds of compo- 
nent? and organizational units (list item (3a, b, c)) are also 
part of a system repository. These relationships define the 
access rights of organizational units with respect to comput- 
er system and software resources and parts of the applica- 
tion. 

Relationships between Compwms and hardware re- 
sources (list item (4)), and among CompwMs (list item (5)) 
are defined in a kind of administration and installation guide 
of a WfMS. This guide specifies the degrees of freedom the 
implementors of a WfMS have incorporated into the system 
architecture. Here, it decides whether a WfMS can be imple- 
mented in a distributed way (e.g. a$ clientlserver system) or 
is more a monolithic system. Also, the degree of replication 
for a WfMS is set. Some WfMS can replicate functional 
components, some can replicate data stores, some can repli- 
cate both kinds of components. Altogether, list items (4) and 
(5)  heavily determine the architecture of a WfMS. Vice ver- 
sa, the architecture of a WfMS determines the technical and 
organizational constraints of type (4) and (5 )  that can be met 
by a concrete WfMS. This is way Section 6 discusses archi- 
tectural issues of workflow management. 

Technical and organizational constraints on a DWA are 
reflected by relationships (6) and (7). The associations be- 
tween the components of a ASwms and a WfMS are de- 
fined (list item (6)); furthermore, the interrelationships of 
the components of ASwms are set (list item (7)). All related 
constraints are defined in a ASwMs. This implies, that the 
language of a ASWms must provide for constructs to spec- 
ify them. For example, the language must allow to specify 
that a concrete workflow (type) only may be executed on a 
certain WfMS or on a certain computer node. Another con- 
straint forces the allocation of workflow data to that comput- 
er node where the workflow is instantiated. Constraints of 
these type have to be expressed in a workflow language. 
This language is needed to define workflows, policy resolu- 
tion, etc., i.e. this language is needed to specify a ASwMs. 

4. Related Work 
This section discusses related work in the area of distri- 

bution in workflow management. The main goal is to com- 
pare the different approaches and see how they complement 
each other. As the basis for a comparison method we apply 
the taxonomy of relationships introduced in Section 3. This 
taxonomy facilitates to identify the main characteristics of 
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Table 1 : Comparison of approaches for dlstrlbutlon In workflow management 

System distribution relationship (3,4) System approaches Application distribution relationship (5.6) 

Agent enhanced 
Workflow 

- complete WfMS are assigned to 

- distribution granularity: entire WfMS 
organisations 

[I11 
Event-Based Work- 
flow Process 
Management 
[41 

- the application is distributed over several 
WfMS 
-distribution is specified in the workflow 
schemes and in contracts 

Mentor 

P I  

- coordination of several WfMS by 
agents 
- distribution granularity: entire WfMS 

ExoticalFMDC 

[ I 1  

- workflow process is distributed over participat- 
ing WfMS 
- execution plans are calculated by the agents 
based on goal definitions 
- distribution is described by execution plans 

ExoticaFMQM 

[141 

- multiple WfMS are connected by an 
interoperability component 
-distribution granuIarity: entire WfMS 

- domains are hosted by workflow serv- 
ers 
- distribution granularity: entire WfMS 

WISE 
~ 5 1  

WAWM 

~ 3 1  

- relationships to model components of the work 
flow management application are not mentioned 

- server assignments define assignment of activi- 
ties to (workflow) servers 
-assignments are specified in workflow schema 
(language extension ADEPTdistlibution) 

M ~ I L E  [9] 
with extensions see 
section 3 and 5 

- autonomous workflow engines 
assigned to organizaticlnal units 
-distribution granularity: entire WfMS 

- Runtime Client and F’rogram Execu- 
tion Client are separated from the 
Workflow Server 
- distribution granularity are built by 
these parts of the WfMS 

Focus 

- centralized workflow specification 
- partitioning by orthogonalization rules 
- assignment by rules (e.g. organizational assign 
ment) to users and engines 
- rules are defined outside the workflow specifi- 
cation 

- no specification about distribution in the work- 
flow schema needed 

Cross-Organisational 
Workflow by Contracts 

- autonomous workflow system nodes 
cooperate for process execution 
- distribution granulariiy: entire WfMS 

cross-organisational 
workflow 

~ 

- process is partitioned and allocated to engines 
reflecting closeness to users and workload 
- allocation is based on users associated with dif 
ferent nodes 
- allocation is described outside a workflow 
schema 

~~ ~ 

distribution of process, 
multiple times zones, 
organisational bound- 
aries and legal domains 

enterprise wide work- 
flows, cross enterprise 
workflow s 

scalable, enterprise wide 
workflow management 

disconnected clients, 
mobile computing 

resilience, scalability, 
flexibility 

virtual enterprises and 
wsiness process 

inter-, intra organiza- 
:ional workflow 

znterprise wide, cross 
xganizational workflow 

ilarity: entire WtMS - distribution is modelled in each workflow 
schema or in a separated virt. process definition 

- ASwws is partitioned and allocated to differ- 

-distribution is modelled in the workflow schemz 
- technical and organizational impacts are con- 
sidered (section 5) 

. distribution granularity: ent Wfh4Ss 
xrspective servers of the WtMS 

the related work approaches. Note, the relationships de- 
scribe - directly and indirectly - technical and organizational 
constraints for workflow management. 

However, the following investigation does not look fur- 
ther into the relationships (1) to (3) found in Section 3. We 
assume that these relationships are specified in all approach- 

es since they build a basis for distribution. Thus, we concen- 
trate on relationships (4) to (7), whereby the first two ((4) 
and (5)) deal with the distribution of a WfMS (ComhMs) 
and the second two ((6) and (7)) with the distribution of a 
workflow management application (CompAs). 
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The results of the comparison can be summarized as fol- 
lows. With the exception of Exotica/FMDC, the approaches 
deal with workflow distribution out of organizational rea- 
sons within and outside of a company. Three of them focus 
also on scalability and availability (ADEPT, Mentor, Exoti- 
ca/FMWM). 

The distribution granularity of Compwms is always an 
entire workflow management system. Again, Exotica/Fh4- 
DC is an exception; i t  splits the workflow management sys- 
tem into clientkerver parts to handle disconnected opera- 
tions on the client side.That means that some functionality 
of the workflow engine is implemented at the client side. Al- 
so MOBILE is an exception; the workflow management sys- 
tem is spitted into different workflow perspective servers 

The distribution granularity of the components of a work- 
Row management application (Comp,,) are complete 
workRows. They are assigned to the distributed WfMS. One 
of our main interests is to find out wherepartifzoning and al- 
location rules were defined. Three classes were found. The 
first class is characterized by not saying anything about dis- 
tribution rules (Event-Based Workflow Process Manage- 
ment). The second class summarizes these approaches 
which define an individual definition language (CrossFlow, 
Agent enhanced Workflow, Mentor, Exotica/FMQM). This 
language is separated from the workflow specification lan- 
guage. The usage of a further language arises if the distribu- 
tion goals and rules cannot be formulated in the given work- 
flow language proper. The third class is formed by the ap- 
proaches which extend the workflow language by distribu- 
tion rules (CrossFlow, ADEPT, WISE, W A W ,  MUBILE). 
The CrossFlow approach belongs to more than one class be- 
cause the distribution rules are split into several definition 
parts. Contract definitions are defined separately because 
they do not fit into CrossFlow's workflow language. 

Two different distribution strategies can be found in these 
approaches. The first strategy distributes the workflow man- 
agement application independent of the application itself. 
There are a fixed set of rules which are coordinating the dis- 
tribution. The second strategy enables the workflow applica- 
tion itself to directly influence the distribution. This strategy 
seems to be more flexible because the distribution can be dy- 
namically adjusted to a concrete application scenario out of 
the application definition itself. 

Although none of the given approaches allows for the 
combination of both strategies, this ought to be the best way 
to achieve utmost flexibility in distribution: Distribution for 
organizational reasons can be formulated in the workflow 
management application definition itself. Distribution for 
reasons of scalability and availability are application inde- 
pendent and should therefore be defined outside of the 
workflow application. Further investigation will be done 
within the scope of the MOBILE project. 

[91. 

5. A Workflow Language for the Specification 
of a Workflow based Application System 

This section describes a language to define the relation- 
ships between components of the application system (Com- 

pAS) and components of the WfMS (Comhms). Refemng 
to Section 3.3, list items (6) and (7) are discussed. What we 
want to ensure by these relationships is that workflows are 
performed on particular WfMS or components of a WfMS. 
There are two main reasons why these relationships are go- 
ing to be specified. A first reason is security. For instance, a 
critical workflow based application should be executed at a 
WfMS behind a fire wall. Another reason is performance. 
For instance, i t  is known that a specific workflow is executed 
- more or less completely - within a particular organizational 
unit. Thus, it  is recommended to perform it  entirely on the 
WfMS assigned to this organizational unit. Further reasons 
like the heterogeneity of different WfMS are possible, We 
are not able to provide a comprehensive workflow language 
to specify arbitrary constraints in this section. Instead, we 
explain by two examples reason, principle structure and ap- 
plication of such a language. 

Two questions have to be answered before we can contin- 
ue. The first one refers to the specification of the relation- 
ships between the components. Where does it happen? We 
foster to specify these relationships in the workflow 
schemes. A workflow schema is aware of all Comp,, and 
therefore is an ideal place. A second question is about how 
relationships are specified. Therefore, we are extending a 
workflow language [9] by assignment rules. These rules as- 
sign CompAs directly or indirectly to execution locations, 
i.e. hardware resources or CompwfMs. Two examples will 
illustrate the proceeding. 

In our first example, we want to restrict the execution of 
the workflow TravelClaimReimbursement to the WfMS al- 
located in the administration department. This is a typical 
organizational constraint. The following language construct 
enforces this constraint: 
ASSIGN Trai~elClaimReimbursement TO 

WfMS(administration-department) 

Of course, also people sitting outside of this department 
are allowed to participate in this workflow. However, they 
only can access workflow data through a secure communi- 
cation channel. The identification of this WfMS can be 
found by transitively browsing through a system repository. 

Another example aims at performance. Here, a technical 
constraint has to be obeyed by the ASWms. Figure 3 depicts 
a simplified car manufacturing workflow. Due'to experience 
i t  is know that the three composite workflows Product De- 
sign, Parts Manufacturing and Parts Assembly are each ex- 
ecuted at one specific location to a great extent. So i t  is not 
necessary that a specific workflow and data distribution 
module [ 171 calculates execution sites for these workflow 
parts. In the following, we present sections of a workflow 
definition where this constraint is specified: 
WORKFLOW-TYPE CarManufacturing 
SUBWORKFLOWS ProductDesign, 

ASSIGPJ ProductDesign TO design-dep; 
A S S I G N  PartsManufacturing TO subcontractor; 

PartsManufacturing, PartAssembly; 
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ASSIGN PartAssembly TO assembly-dep; 
. . .  

END-WORKFLOW-TYPE 

Car Manufacturing 

Tim\ Parts /&s 

Assembly 

I assembly dep. I 
car company 

Fig. 3 Example Workflow: Car Manufacturing 
As already said, this section just exposes some examples 

of typical language extensions to express technical and or- 
ganizational constraints on workflow execution. In principle 
the constraints associate components of a workflow based 
application system, CompAs, to components of a workflow 
management system, CompwMs. Such an assignment can 
be made dependent on organizational terms as can be de- 
rived from the above examples. In the first example, the 
WfMS of a specific organizational unit (i.e. 
administration-department) is specified as location; in the 
second example, organizational units (e.g. design-dep, sub- 
contractor) are referenced. We are convinced that i t  is abso- 
lutely necessary and powerful to reference organizational 
units in assignment rules. This supports most flexible and in- 
dividual assignment strategies. We are currently extending 
the workflow language of the MIBILE WfMS towards these 
language constraints. 

6. Conclusion 
This paper discusses distribution concepts in the area of 

workflow management. As a distributed system comprises 
distributed hardware and at least one distributed application 
we map this definition of distributed systems to distributed 
workflow management systems. We separate the discussion 
of distributed workflow management systems in both tech- 
nical and organizational issues, that both have impact in de- 
sign and implementation of such a system. Within the core 
part of this paper we present a taxonomy enabling to com- 
pare implementation concepts of different workflow man- 
agement systems with respect to distribution. 
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