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ABSTRACT

Network-on-Chip (NoC) architectures employing packetdzhcom-
munication are being increasingly adopted in System-oip-(30C)
designs. In addition to providing high performance, thédtftalerance
and reliability of these networks is becoming a criticalisglue to
several artifacts of deep sub-micron technologies. Caresgty,

it is important for a designer to have access to fast methods f
evaluating the performance, reliability, and energy-gdficy of an
on-chip network. Towards this end, first, we propose a noati{p
sensitive router architecture for low-latency applicatioNext, we
present a queuing-theory-based model for evaluating thiorpe
mance and energy behavior of on-chip networks. Then the mode
is used to demonstrate the effectiveness of our proposeerrou
The performance (average latency) and energy consumgesotts
from the analytical model are validated with those obtaifrech

a cycle-accurate simulator. Finally, we explore error cide and
correction mechanisms that provide different energyabglity- per-
formance tradeoffs and extend our model to evaluate thehgn-c
network in the presence of these error protection schemessre®
liability exploration culminates with the introduction ah array
of transient fault protection techniques, both architesdtand al-
gorithmic, to tackle reliability issues within the routerhdividual
hardware components. We propose a complete solution safégu
ing against both the traditional link faults and internalter upsets,
without incurring any significant latency, area and powesrbead.

Categories and Subject DescriptorsB.4[l/O and Data Commu-
nications] Interconnections(Subsystems):B.8[Perforreaand Re-
liability] Performance Analysis and Design Aids

General Terms: Design, Performance.

Keywords: Networks-On-Chip, Adaptive Routing, Reliability.

1. INTRODUCTION

On-chip interconnects, also known as network-on-chip (No€
chitectures, are expected to play a crucial role in desgom-
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plex system-on-chip (SoC) architectures because of theasmng
wiring delay with reduced feature size in deep sub-micrehrnel-
ogy [5, 8, 9, 15]. Unlike the traditional off-chip intercosets, NoC
architectures pose complex design challenges to meet tfar-pe
mance, reliability and power constraints. This is primabécause
of the area and power constraints in exploring the desigeespa
Furthermore, the vulnerability of the NoCs to several typiesrror
such as crosstalk, electromagnetic interference (EMH, ranlia-
tion induced soft errors [5, 26] makes reliable commundizagven
more difficult. Many commercially available SoCs currenike a
shared bus architecture for connecting the functionakum#, 31].
Since a shared bus architecture is not suitable from thalsitia}
standpoint, recent NoC designs have proposed using switséd
networks such as 2-D mesh, and torus [1, 4, 5, 9, 13, 16, 22, 23,
34, 35]. However, NoC design is believed to be in its infariogs
there are no conclusive answers to many design issues.

While researchers have examined the area-constraintrdakig
ternatives [17, 25], energy models [28] or fault-toleraisseies [3,
6, 11, 21, 24, 29] individually, a systematic design methogyp
encompassing the interplay of performance, fault-tolezaand en-
ergy constraints is yet to evolve. Such a design methodoisgy
impeded in part due to the lack of efficient techniques tokjuiex-
plore alternatives from a large design space. Towards tiiswee
present a queuing-theory-based tool quantifying the pedoce
and energy behavior of on-chip networks. While most prior on
chip interconnect analyses are based on time consumingdgadionu
models, in order to provide fast performance estimatesdutie
design cycle, we have developed a queuing-theory-based!rfurd
quantifying the performance and energy behavior of on-cieip
works.

Although wormhole switched, traditional off-chip netwsrkave
been analyzed extensively in the literature [27, 19], ai@ymod-
els for NoCs considering detailed architectural artifacts almost
nonexistent. To our knowledge, the first analytic technsqui&2]
appeared recently. Our model is different from [12] in that w
compute the average delay due to path contention, virtuadi el
and crosshar switch arbitration using a queuing theory agmbr,
which we believe, can capture the blocking phenomena of worm
hole switching quite accurately. We first present the moolepér-
formance analysis for a generic wormhole switched routdre T
model is then used to estimate the power consumption by a&stim
ing the utilization of the router components and multiptyithem
with component level power profiles, obtained from actuedidi-
level synthesis. Comparison with simulation results iaticthat
the proposed analytical model is quite accurate and can && us
as an efficient design tool. An extension of the proposedytinal
cal model is also shown to demonstrate the utility of the rhéate
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Figure 1: On-chip Router Architecture

fault-tolerance study.
We also demonstrate the applicability of the proposed mtudel

evaluate our novel low latency on-chip router (originalhpposed

in our prior work [20] and augmented with fault resilienceana-
nisms in this work). Our two-stage router architecturelechpath-
sensitive router utilizes look-ahead routing in selecting the next
route. The router is called path-sensitive because basttates-
tination address, it selects one of the four possible quasi@®E,

NW, SE, and SW) and routes the packet to the corresponding VCs

assigned for that quadrant. Thus, unlike the prior routeigies,
the VCs are partitioned into four groups to facilitate eéfiti packet
routing. Furthermore, based on this partitioned VCs, weaude-
composed crossbar that needs only half the size (conndetsuib
crossbar, thereby reducing packet conflict probabilityhie ¢ross-
bar. The router can support both deterministic and adaptivéng.
In addition to the reliability augmentation, our router nebah this
work improves on our prior work [20] through additional parf
mance analysis and the synthesis of the router using a 90MCTS
cell library. The synthesis results are used to analyzee#sibil-
ity for on-chip interconnects and extract the timing partrefor
different components for performance analysis. Evalmatibour
architecture in a 2-D mesh using various traffic patternsvsttbat
it can provide better performance (lower latency) and gnean-
servation compared to a traditional 2-stage lookaheadro@ur
transient fault resilience enhancement covers both linbrerand
logic (component) errors in a router. For the link errors, ana-
lyze five possible retransmission mechanisms, and argtia tep-
arate header error checking based retransmission is a bletiee
than the conventional End-to-End (E2E) and Hop-by-Hop (HBH
techniques because packet misrouting can be alleviateddry i
tifying header bit errors. Then, we propose several architel
and algorithmic safeguards to our two-stage router arctoite to
protect against six types of intra-router soft faults withinduc-
ing prohibitive area, power and latency overheads. To tis¢ @ie
our knowledge, this is the first attempt to account for andgmto
against internal router soft faults in on-chip net works e Hifec-
tiveness of these measures is illustrated through a seriegie-
accurate simulations.

The paper is organized as follows. The path sensitive rauter
chitecture is described in Section 2. Section 3 presentarmalyt-
ical model for latency and power consumption analysis. iSeet
describes the reliability issues resulting from link esrand tran-
sient faults within the router components and proposegakpm-
tection methods. The conclusions of this study are drawhnearest
section.
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2. ROUTER DESIGN

Typically, wormhole routing with virtual channel flow cootr
is used for providing high performance, with minimum buffer
quirement in a pipelined router. A general structure of a-stage
virtual channel router with its major components is depléterig-
ure 1(a). Such routers hate+1 input/output ports, including the
connection with the local Processing Element (PE), andaupp
Virtual Channels (VC) at each input port. The Virtual Chanhle
locator (VA) determines the VC assignment on a packet-lokea
basis, while the Switch Allocator (SA) advances on a flitfliyba-
sis. Link contention at the VA and switch contention at the @A
account for a significant part of the overall packet latenthus,
the contention arbitration policy directly affects the &hiperfor-
mance.

The proposed path-sensitive router employs look-aheatihgpu
and speculative allocation [10]. Using traffic informatifnom
neighboring routers and the current switch state, the rquie-
selects a direction for the next hop. This task is handled tgve!
pre-selection unit within the first pipeline stage of thetespwhich
works one cycle ahead of the flit arrival. Furthermore, ladiead
information allows a flit destined for the local PE to be ejekcaf-
ter the DEMUX instead of traversing the whole router logitisT
early ejection saves two cycles at the destination node bigliang
the switch allocation and switch traversal stages.

The detailed design of the path-sensitive router is shoviign
ure 1(b). Path sensitivity ensures that a flit will traverise NE
quadrant only if it is coming from the west, south or the PE it-
self. Similarly, it will traverse the NW quadrant if the eppoint is
from the south, east or the local PE. Thus, based on this grgup
we have 3VCs per PC. Itis possible to provide more VCs pergrou
if there is adequate on-chip buffer.

This router is also novel in its use offax 4 decomposed cross-
bar with half the connections of a full crossbar. This arttiire is
facilitated by the use of topology-tailored routing. Udya 5 x 5
crosshar is used for 2-D networks with one of the ports assign
to the local PE. In our architecture, a flit destined for thealdPE
does not traverse the crosshar, as explained before. Thiklps a
significant advantage for nearest-neighbor traffic, andtaka ad-
vantage of NoC mapping which places frequently communmigati
PEs close to each other [18]. Furthermore, because of thkesma
number of connections in the decomposed crossbar, thetaapu
tention probability is reduced. Moreover, the decomposedsbar
offers two advantages for on-chip design. It occupies less and
it consumes less energy compared to a full crossbar.

A cycle-accurate simulator was used to analyze the perfocma



under each aforementioned error model. For the simulatien,
used ar8 x 8 MESH topology. The source and destination nodes
were randomly chosen and each message consisted of 4 ftits, ea
128 bits long. 100,000 messages were injected, 20,000 aftwhi
were warm-up messages. For comparison purposes, we tested o
proposed router scheme with both minimal adaptive and chixter
istic routing algorithms with a variety of traffic patterr@ur archi-
tecture clearly outperforms the generic one with both unifand
non-uniform traffic, as shown in Figure 2.

2.1 Hardware Implementation

The router architecture was implemented in structural fegi
Transfer Level (RTL) Verilog and then synthesized in Syrysps
Design Compiler using TSMC 90 nm cell library. The resulting
design operates at supply voltage of 1 V and a clock speed®f 20
MHz. Both dynamic and leakage power estimates were exttacte
from the synthesized router implementation, using a 50%cwi
ing activity. These power numbers were then imported into ou
cycle-accurate network simulator and used to accuratetiyrgyo
the power profile of the entire on-chip network. While some re
searchers have modeled power consumption based solelypn ho
traversals per flit/packet [24], we also account for indixbrouter
component utilizations to precisely estimate the dynamitlaak-
age envelope of each router throughout the simulation. dltows
for a more realistic estimation when handling different tifppes.
For example, a header flit requires processing by the routires
selection, and virtual channel allocation units in the eputvhile a
data or tail flit do not. This attribute affects the differenmponent
utilizations during the simulation, and, hence, the povegrstimp-
tion, and is accurately reflected in our power estimationehod

—— Path Sensitive with Deterministic|/
—%—Generic VC with Deterministic
—&—Path Sensitive with Adaptive

—+—Generic VC with Adaptive

01 015 035 04 01 015 035 04
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(a) Uniform Traffic (b) Self-Similar Traffic
Figure 2: Performance Comparison

3. PERFORMANCE ANALYSIS OF NOC IN-
TERCONNECTS

In this section, we present an analytical model for comjgutin
the average latency in a 2-D mesh network. The average rletwor
latency consists of two parts. The first part is the actualsags
transfer time. The second part is due to blocking time, wiéch
mostly caused by the conflicts at the VA, contention at the 8& a
limited buffer size. The actual transmission time withPastage
pipelined router i P— 1+ M) cycles for am\/ -flit packet. In order
to compute the second part of the network latency, let us e&fin
as the average blocking length (in number of flits) seen by eac
incoming flit at the input and arbitration stages of a royteB;
captures flit blocking in a pipelined virtual-channel raut&hen,
the effective length of the packet beconidg + B;) flits. Let W;
be the average waiting time in the router queue for the flitusTh
the network latency for a single routér;( is

Tj :(M+Bj)Wj+P—1. (1)
Let 71« be the delay through the link connecting adjacent routers.
We compute the the latency’) for an M-flit packet to traverse
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through aP-stage pipelined router for a givemth as

T= 3" ((BjW;+ P)+ Tiinkj)+((Bacst+M)Waesr+P—1).
jEpath
(2

The first term in Equation 2 represents the time spent atradi-
ate hops, and the second term denotes the time at the ejactien
Note that this does not include the queuing delay outsidedtiner.
For simplicity, using the average blocking lengtB)( the average
waiting time (7)) and the average distancé&l (hops) on a given
path, and assumindi;,x is single cycle, the total latency can be
approximated to

T~ (BW + P+ 1)H + ((Baest + M)Waest + P —1). (3)

Now we will derive the blocking length and B,.s:) and waiting
time (W and W) in terms of the contention probability?(.)
and the buffer-full probability £yc1), SO that we can determine
the total latency.

3.1 Contention Probability

The router model assumes @N + 1) x (N + 1) router with
V virtual channels and a deterministic routing algorithmr @et-
work model is characterized on a flit basis, which is appaipri
for virtual channel router architectures. We assume tharflivals
at the NV inputs from neighbors and at the local input from the PE
are governed by independent and identical Poisson prazekse
the probability of a flit arriving at an input virtual queuerpsycle
be P.. Note that it is the normalized arrival rate [2]. Let the flit
injection probability into each virtual channel queue ity @iven
cycle from a PE beP,.. The flits are assumed to travBl hops on
the average. Let the incoming flits have equal probabiljtyv of
being addressed to any given output. Thus, we can compute.the
from P,. as follows:

P,cH
Po= =5 4

The total contention probabilityH..,) consists of the VA conflict
probability (P.on_»a) and the SA contention probabilitysn_sa)-
They are independent of each other in a speculative virheatmel
router, and thu$.,,, is given by

Peon =1— (1 - Pcon_’ua)(l -

Pcon_sa ) . (5)

First, we analyze the VA conflictH.._».), Which has two parts,
Precady.busy @NAP.on idie. The first partis the probabilitycqay_busy)
that the candidate output VCs are already used by other {sacke
Prcady.busy iS the probability there is at least one header flit des-
tined to a free output VC, multiplied by the effective paclestgth,
since the VC will be reserved for the entire packet transionss
Thus, Preadybusy IN @ given cycle is given by

P’ready.busy = P}; (M + B)W (6)

We derivePrcqdy_busy @NdPeon_idie s a function of the probability

of a header flit arriving in an arbitrary time sla®(), which is cal-
culated asP. /M. Whenk header flits are destined to a particular
output VC, one of thé header flits is granted an output VC, while
the restk — 1 headers are blocked at the respective input queues.
Thesek — 1 blocked headers can be regarded as independent header
flit arrivals, and thus the average probability of an incagrtfreader
flit at each VC queue can be approximatedXpas follows:

Py
1- Pcon_’ua '

Next, we comput&.o, ;4. IN the steady statel — Preadybusy)
represents the probability that a particular output VC ls iahd
available. The probability that a header flit at the head ofieug

can be routed to a particular VC W_ Thus, we

P}; - Ph(l + Pcon_va, + Pfon_va + ) = (7)



can compute the probability?;, () such thatj headers out oNV
buffer are addressed to a free output VC, as

. NV Pll_P’rea’_us’ J
i = () (PO
NV —j
1= P;L(l—Pr'eady_busy) ’ ) (8)
NV

The contention probability belowR,_i4e) can be calculated us-
ing Equation 8. The first term in Equation 9 represents thépro
ability that more than two headerg (= 2) request a particular
output when there is no header from the local PE toward thiat ou
put VC. In this case, the probability that a header fails tgtaated
aVCis(j —1)/j, since § — 1) headers among headers should
wait for the next arbitration. The second term denotes thbadyil-

ity that a header from the local PE is addressed to the sarpetout

VC. We consider the incoming effective header probabiliy.¢,)
at the injection link from the PE aﬁ%. Thus, the contention

probability, P.,_iai. can be estimated as
9)

NV . /
—1(,,. P, (1—
Peonsidie = Zj—{Ph(j) (1_ = h(
j=2 J

;l;eh(l - P’ready_busy)
NV

Pr'eady_busy)
NV

)}

Thus, we have.on_. as a combination aPrcadqy busy 8NAdPeon _idie,
which are recursively correlated. In the steady state, fheonflict
probability can be evaluated as

+Pu(j —1) <

(10

Another contention exists at the SA module. The contentiob{
ability, P.on_sa COnsists of two parts. One is the input port con-
tention probability Ceon_sain), and the other is the output port
contention probability Reon_sa_out). We can compute the SA con-
tention probability as follows:

Peon.sa =1 — (1 - Pcon_sa_in)(l - Pcon_sa_out)- (11)

Peon_sa_in results from the sharing of an input port by virtual
channels at & input arbitration, which is given by

Vv
_ 1—1 1% 17 NNV —i
Pcon.sa.in*é i (Z)Pc(l_Pc) .
=2

The output port contention probability is analyzed simitaP..._;die,
but it is different in that the allocation process is made werg flit
including the data flits. While the switch is held throughdiue
entire duration of a packet in a conventional wormhole ngurneli-
vidual flits arbitrate for access to the crossbar on a cygleytle
basis. In order to compute the output port contention priibab
Peon_sa_out, let us define the incoming flit probability at the input of
a physical channel,, as(1 — (1 — P;)"), whereP, = {—f—.
The effective physical channel utilizatio#®,, is also recursively
computed as’?, = P,/(1 — Peon_sa)- Similar to Equation 8, the
probability thatk flits compete for a particular output port, assum-
ing that each flit has an equal probabilityN of being destined to
P/

any output, is
N P/ k P/ N—k
o=(V)(3) (-%)

Similar to Equation 9, the first term in Equation 14 indicaties
probability that more than 2 flitsk(>= 2) are destined to a par-
ticular output with no flit coming from the local PE. The sedon
part takes into account the probability of an arriving fliorfr the
local PE,P,.. Thek — 1/k term indicates that only one of the
competing flits is granted the output port, while the resehtavbe

Pcon_va - P’ready.busy + Pcon_idle-

(12)

(13)
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included in the contention probability calculation. Thte output
port contention probability is

{mw (1-

Nkt

Pcon_sa_out = Z T P/
k=2

)
(14)

P
N

) + Py(k—1)

By integrating the virtual channel conflict probabilit{? 4, )
and the switch allocation contention probabili#.{._s.), we can
determine the total contention probabilif§,,., as a function of°..

3.2 Modeling the Finite Size Buffer in NoCs

We should also consider the probability that a buffer become
full. The buffer unavailability probability £.;..x) can be estimated
from the average queuing lengt®B) and the traffic intensity/),
which are estimated by using a discrete-time state transdia-
gram as shown in Figure 3. From Figure 3, we can also obtain the

(1=(1-Pcon)(1-Pblock))Pc (1=(1-Pcon)(1-Pblock))Pc (1—(1-Pcon)(1-Pblock))Pc

OBOHNOB WO

(1=Pcon)(1-Pblock)(1-Pc ) (1-Pcon)(1-Pblock)(1-Pc ) (1=Pcon)(1-Pblock)(1-Pc )

Figure 3: State Transition Diagram for a Finite Buffer
probability Pro:q(r) thatr flits are waiting in a queue as

Pota(r) = (1= p)p" ™, (15)
where the traffic intensity can be simplified as
(1— (1—Pcon)(1—Pblock))Pc‘ (16)

P (1 = Peon)(1 — Potock)(1 — Pe)

As shown in Figure 3P.q(r) is related toPy.c and is recur-
sively obtained by computings;... For aD-flit buffer depth,

Priock = Prota(r >= D) a7
We now obtain the average number of flits in the qudBieas

D
B= Z T Prota(r). (18)

The average waiting time can be estimated from the steadg-st
traffic intensity,p, under uniform traffic density as follows:

1 p
(1 - Pcon)(l - Pblock)(l - Pc) 1-— P

In order to estimate the blocking lengtB4..:) and the waiting
time (Wg.st) per flit at the input of the destination node, we can
consider only the contention probability without considgrthe
buffer full probability at the next node. Thus, Equations, 15,

18 and 19 can be changed to

W =

(19)

Peon Pe

Pdest = T=Peon)(1-P2)
Bgest = Zr:l T Phold.dest (T)

Photd_dest (T) = (1 - pdest)ijslt
Wdest =

1 Pdest
(1=Peon)(1—Pc) 1—pgest

Now, we have all the parameters to estimate the averageciaten
using Equation 3.

3.3 Modeling of the Path-Sensitive Router

We now extend the model to analyze our path-sensitive router
In a generic architecture, flits arriving with the probaiek P.,
through P.5 are enqueued at the respective input ports as shown
in Figure 4(a), whereas in the path-sensitive router, thatmare
P,, Pg, P, andP;s (Figure 4(b)). Under the same traffic condition,



the total incoming traffic per route(>_, P.;) is larger than the
traffic (Z‘;:a P;) in the path-sensitive model by flit ejectiof (
injection) probability Pp.). The lower arrival probability due to
early ejection, influences both average contention prdbabind
blocking length in higher workload. On the other hand, indow
workload, the average latency is dominated by the critiedh pn
the pipeline stage. The flits traverd2 — 1 hops on an average in
a path-sensitive model compared to a generic architectithe Alv
hops. ThusH in Equation 3 is replaced bif — 1, and Equation
3is changed to

Tps ~ (Bpsts+P+1)(H_1)+1+((Bps_dest+M)Wps_deszz_op_1)

The average blocking lengtlB(.) and waiting time {V/},s) per flit

are modified from the generiB and W, because of the changes
in the VA contention probability B..._a.) and the SA output
port contention probability R.on_sa.out). The number of compet-
ing inputs for a particular output is reduced by half ¢ 1) to
(L(IV + 1)/2]), since our path-sensitive architecture sends incom-
ing flits to a path candidate queue via the DEMUX accordindpéo t
routing algorithm and direction vector ID as shown in Figur).
Thus, we can rewrite the probability’{ (7)) in Equation 8 thajy
headers are destined to an unused output VC as follows:

/ . N+1 2|V P,(l_Pread _bus) I
Pps_h(J) = ( L( ])/ J ) < L (N—l)‘y/ .
N+1)/2|V—3
- P;L(l _ Pr-eady_busy) (LC )/2] J)(Zl)
(N=-1)V
= :D \ = P %*ﬂ)lﬂ)
e J— o [ T g e
o D3() H
L I — [ :Dm E—
ST e T e S
ST N\ _ i ?:E’???,>m~~> o1

(@) A Generic Router
Queuing System

(b) The Path-Sensitive
Queuing Model

Figure 4: Queuing Systems of the Generic and the Path-
Sensitive Models

There is no separate injection input port to access the lzagss
and injected flits are evenly spread out across other inpus.po
Note that the amount of ejection is the same as that of imean
average. Thus, we can remove the effect of the incoming flits a
the injection link from the PE in Equation 9. ThuBys_con_idie IS
given by

L(N+1)/2)V .

Ppsconidie = Y jj;l {ngs_h ©)) }

=2

(22)

Similarly, Equations 13 and 14 are modified as follows, far th

path-sensitive router.
< ) (wes)

P
(N-1)

(N +1)/2]

R k

ps-p

(k)

J2% (L(N+1)/2]—k)
(-5) @
LNHD/2)
Pps_con_sa_out = (T) P;/)s_p(k)' (24)

k=2
The number of competing input queues for a particular oufput
reduced to| (N + 1)/2], while the flit contention probability in
each input queue for a particular output slightly incredses™~
in the example of Figure 4(b). Thus, we have an overall lower c
tention probability, which results in lower average queuiength
(Bps) and waiting time [W,s). Figure 5 shows that the path-
sensitive router outperforms the generic virtual chanmel. oThe

177

result depicts the comparison between our analytical maaiela
cycle-accurate simulator in terms of average packet Igtéorca
deterministic routing algorithm. As we described in seatt®?2,

the model is based on an 8x8 mesh network with 4-flit packets,
3VCs/Physical Channel and a 4-flit buffer depth. It is cléat the
simulation and analytical values are in close agreemeidatitig

the correctness and accuracy of our mathematical model.

1; 1

—+— Analytical Model
—=—Simulation

—+— Analytical Model
—&— Simulation
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035 04 0 005 01 03 035
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Fiit Injection Probability (Ppe)

(a) Virtual Channel Router (b) Path-Sensitive Router

Figure 5: Performance Comparison in Analytical Model and
Simulation

3.4 Power Model

We now extend our analytical model to include power calcula-
tions at the resolution of individual router components.r fas,
we will use the buffering delay and contention probabiliargme-
ters from sections 3.1 and 3.2. The power dissipated in and¢doC
be decomposed as follows:

PR = Z (Pr'_buf + P’r'_arbiter' + Pr.crossbar + Pr'_link) 3

rePE

(25)
where P, . is the average buffer power consumption including
both dynamic and static powd?,._.,»ite iS the average power con-
sumption in the routing computation, VA and SA modulBs.ossbar
is the average crossbar traversal power consumptionPang . is
the average link power consumption between neighborintgrsu
P, 4.5 Ccan be estimated using the average flit arrival probability
(P.) in Equation 4 at each VC and average queue lenghirg
Equation 18 as

P’r.buf = (Pc(Pwrt_flit"'_Prd_flit)+B—F)leak_flit)(N+1)V7 (26)

where Pyt s1it, Pra_siie @and Peak_gi1;¢ are the power consump-
tions for the read and write operations per flit, and the Igaka
power dissipation per flit. These power numbers are obtdiaead
the synthesized design, as explained in section 2.2. Tmati
the crossbar and link power consumption, we use the flitalrriv
probability (P,) at a single physical link, which is computed as
(1 — (1 — P))Y) in section 3.1.P.,ossbar_1i: 1S the power dissi-
pation of a flit traversal through each output port, dg,«_r::: iS

flit power consumption per link. In a 2D mesh, the router atheac
edge hasV — 1 links and the four routers at the corners have- 2
links. Otherwise, they have maximur¥ connections per router.
Similarly, the number of crossbar output ports varies frdim- 1

to N + 1 including the ejection channel. Thu®; c,ossper and
P, 1ink are given by

Pr crossbar = Pchrossba'r_flitMam(N + 17 N7 N — 1)7 and
(27)

Pr_link = P,,lek_ﬂitMaz(N,N — 1, N — 2). (28)
For computingP,_.,biter, Equation 29, we consider the probabil-
ity of three separate activities and the power consumptioredch
activity. The first term is the probability that there is aade one
header flit arrival £},) to one of the (N+1)V virtual channels and
the corresponding power consumpti®i ... The second term
represents the probability, that there is at least one ditthdit



needs SA operationf};) and the corresponding power consump-
tion, P, _.rb.sa- The last term is, the probability of a header arrival
(Pr) to one of the VCs and the corresponding power consumption
(Prrt.hsiit). Thus,

(1 - (1 - P}/L)(N+1)V)PT'_(L7‘1)_U(L
+(1 - (1 - P}Q)(N+l))P7‘_a'rb_sa
+PyPrrtnprit(N + 1)V (29)

The three elements,, P, and P,) are combined to compute the
total power consumption. The three power consumption param
eters @r_arb.vas Prarbsa, @nd Pyt r71:¢) @re obtained from the
synthesized design. The leakage power is assumed to bgibegli

in logic and link propagation. Figure 6 compares resulteftbe
analytical model and a cycle-accurate simulation. The kitian
environment is the same as in section 3.3. The results fram th
proposed analytical model match closely the experimemtaso

—+— Analytical Model —+— Analytical Model
—&— Simulation —e— Simulation

P’r‘_a'r‘biter'

005 01 03 035 04 005 0.1 035 0.4

015 02 025 015 02 025 03
Flit Injection Probability (Ppe) Fiit Injection Probability (Ppe)

(a) Virtual Channel Router (b) Path-Sensitive Router
Figure 6: Total Power Consumption in Analytical Model and
Simulation (8x8 Mesh)

4. COMMUNICATION RELIABILITY

The possible soft faults that could afflict a network arattitee
can be grouped in two main categories: link errors that odow
ing the traversal of flits from router to router, and routeroes
that occur within the router hardware components. Link rsrro
are caused mainly by channel disturbances such as crassdaat
pling noise and transient faults [32]. They have so far besmn ¢
sidered the dominant source of network infrastructurersramd
error detecting and correcting codes are being used exédysn
on-chip communication links as a form of protection agalimt
errors [33, 36]. Our proposed architecture employs botbr ete-
tecting (in the form of Cyclic Redundancy Check [CRC]) aneer
correcting (in the form of Single-Error-Correction-DoekError-
Detection [SECDED]) codes to combat this problem.

Existing models [7, 36], however, fail to capture the effect
transient errors (e.g. soft errors) occurring within a eoutTran-
sient faults are rapidly becoming a force to be reckoned with
the deep sub-micron era. In fact, the susceptibility ofuitecto
such errors increases exponentially with technology sgali30].
It is imperative that modern designs effectively accoumttfese
events. Soft errors within the router would escape the atesr
tecting/correcting blanket because they do not actualtyupo the
data, but, instead, cause erroneous behavior in the funaditip of
the routing process. Our proposed router architecture amithg
algorithm work in concert to protect against a multitude o€ts
faults. To the best of our knowledge, this is the first attenopt
account for and protect against router soft faults by utizboth
architectural and algorithmic traits.

4.1 Link Errors

To handle link errors, we simulated 5 different retransinigerror

correction schemes as shown in Table 1. Three of them, End-

to-End (E2E), Hop-by-Hop (HBH), and Forward Error Correnti
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(FEC), are widely used techniques in traditional networidile
Header E2E (HE2E) and Header FEC (HFEC) are extensions of
E2E and FEC schemes, respectively, adopting hop-by-hog- hea
flit error checking. In these two schemes, each intermediatier
checks the header flits for possible errors and if an erragtisated,

the correct head flit is retransmitted from the previous nddese
schemes are different from HBH in that the head error-chmecki
logic checks only part of the head flit, not the whole flit, atais,

we can use smaller and faster error-checking logic. Thegrodf

the head flit that needs to be checked is the one which cortens
source and destination addresses, thus ensuring that et paclot
misdirected to a wrong destination. Delivery to a wrong idkesion

is a problem that both E2E and FEC schemes suffer from when the
destination address is corrupted. In Table 1, we summahize t
modules used for each scheme, how much data should be retrans
mitted when an error is detected, and the overhead in terfostbf
area and latency. Error checking and correction are assupted

be in the critical path, causing no latency overhead. THietause
error detection/correction can be performed in parallehwiher
router or Network Interface Controller (NIC) operations.

The CRC and SECDED units were implemented in 90nm tech-
nology as separate modules, analyzed in terms of dynamic and
leakage power consumption and the numbers imported into our
simulator. Depending on the retransmission scheme empl@ye
End-To-End or Hop-By-Hop) the router architecture changes
cordingly. The overhead of the retransmission controldcid
buffer size and implementation are markedly different.ne ETE
schemes, the number of flit buffers required is much largan the
HBH, because a router must keep a copy of each flit transnidted
as long as it takes to receive a possible NACK (Negative Aakno
edgement) from the receiver which could be far away. Thedsiff
however, can be disabled when not in use to save leakage .power
In the HBH schemes, the number of flit buffers required is much
smaller, but the buffer is cyclic since the number of cyclesieen
acknowledgements from neighboring routers is known peégis
This implies that the buffers cannot be disabled, since thigte
contents every clock cycle. These architectural diffeesrare vi-
tal in correctly estimating power consumption in variousaes-
mission schemes. Our hierarchical hardware implememntatial
analysis of all these components individually allows ourdeldo
account for these subtleties, thus substantially impigpaar pro-
jected results.

Scope E2E HEZ2E HBH FEC HFEC
Error Correction/ | Dest. Node CRC CRC None SECDED SECDED
Detection Module| Every Node None: CRC CRC None CRG
Unit of Src to Dest Packet Packet NIA N/A N/A
i o . Flit ) Fiit
Retransmission | Every Hop N/A {Head Only) Flit MNIA {Head Only)
Buffer Source Node Packet Packet None Nene None
Rgc\](\;l:ﬁ;znt Every Node Nene Flit Packet None Flit
NACK NACK
Head Flit | (Dest to Src) NACKphcp_\ (Dest ta Src) NACK_SIhOD}
(Dest. Addr. + ; MNACK +
Latency Error) Packet Retrans Fllt{_ﬁzlr;;ns (1hop) |Packet Retrans Fln(ﬁ:zlr:)ans
Overhead (Src to Dest) P + | (Src to Dest) P
when an error is| Head Flit NACK NACK Flit
detected (Dest Addr. | (Dest to Src) | (Dest to Src) |Retrans
Correct) or + + (Thop) NIA N/A
Middle Flit |Packet Retrans |Packet Retrans
or Tail Flit | (Src to Dest) | (Src to Dest)
]:[ When a packet is delivered to a wrong destination because of head flit error

Table 1: Retransmission Schemes

We also tracked buffer utilization under these schemesen-id
tify the trends in buffer usage. The average buffer util@att a
fixed flit arrival probability of 0.35 was measured. In FEC,EE
and HBH, only about 10% of a single-flit buffer is utilized on a
average, as shown in Figure 7(a). But in E2E and HE2E, buffer u
lization increases abruptly as the error probability iases, since
the retransmissions from the source to the destinatiomctiajedi-
tional messages into the network, hence increasing thalbwnet-



work traffic. The HE2E scheme, being able to fix some of the head unit, the VA, the SA, the crossbar, the retransmission bbsiffan-
flit errors using HBH head flit retransmission, shows lessdouf  cluded in the CRC and SECDED units) and the valid/ready hand-
utilization than E2E at higher error probabilities.

1;

Avg. Buffer Utilization
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Figure 7: Buffer utilization & Performance Analysis under Er-

ror Detection and Retransmission

4.1.1 Modeling End-to-End Retransmission

Our proposed mathematical model can capture any religbilit
related parameters to account for both latency and powehead
imposed by any of the five link error control schemes. We demon
strate the utility of our analytical model by analyzing trehbvior
of an end-to-end (E2E) error detection and retransmissibarse,

as an example.

The end-to-end retransmission technique significantsrslthe
traffic load parameter in our analytical model. Retransdiftack-
ets from error detection at the destination node increasecth
fective traffic load, which increases contention and redumsefer

availability. These changes can be reflected mathematicAls

discussed in section 3.1, the zero-error latefiey(Equation 3) is
estimated as a function of the flit arrival probabilit}.§. Assum-
ing a switch-to-switch error probability.,....,, we can determine

the end-to-end reliability latency as follows:

Tete(Pc) = T(Pc”) + T’r‘et(Pc”)(l

— (1= Perror)™),  (30)

shaking signals (used between neighboring routers). Wlpis
a detailed description of possible faults and proposedisols for
all major router components. Additionally, the latency gomdver
overhead of our proposed solutions/safeguards are ated.lig\ll
the results are summarized in Table 2.

Case 1 - Routing Unit Protection: A transient fault in the routing
unit logic could cause a flit to be misdirected. This will nause
any data corruption, since the subsequent virtual chatioebtion
and switch arbitration would be performed based on the ma@sdi
tion. The erroneous direction, however, may be blocketigeibe-
cause of a link outage, or a network edge in various topoto@iee
Figure 8(a)). The proposed solution to such errors dependbseo
routing algorithm: in current-node routing schemes (ke iout-
ing decision for the current router is taken at the curreutan, the
misdirection will be caught by the switch arbiter which caform
the routing unit to repeat the routing procedure. This witlir a
two-cycle delay. In look-ahead routing (i.e. the routingid&n for
the current router was taken at the previous router), ther evitl
also be caught by the switch arbiter and reported to the quevi
router through a NACK, thus incurring a 3 cycle delay.

Misdirection to a functional path, however, will not be chtig
by the switch arbiter. It could potentially cause deadlatkiéter-
ministic routing algorithms. In such algorithms, howewbe error
can be detected in the router that receives the misdiredtedhfl
NACK to the sending router would then fix the problem within 3
clock cycles (NACK + re-routing + retransmission). In adegpt
routing schemes the error cannot be detected. However,cim su
schemes a misdirection fault is not fatal; it would mereliagie¢he
flit traversal.

Figure 8(a) illustrates an example effect of a soft errorhia t
routing unit. As explained above, such an error could dieefiit
to a blocked path. For example, a router at the top edge of & mes
topology has a blocked output link to the north. A transiewnitfin
the routing unit could direct a flit coming from the local pessing

where H is the average number of hops between a source and agjement (or any input link) to be placed in the blocked patthéo
destination, and®.” (the modified traffic load) is given by

Pe

1!
P’ =

(1 - (1 - Per'ro'r)H) '

(1)

north. This error will be caught by the switch arbiter whigtolvs
that the path is blocked.

Case 2 - Virtual Channel Allocator (VA) Protection: A soft error
in the VA unit could lead to an invalid virtual channel flit &ps-

T« includes the round-trip time of message retransmissiontt®d et A it flip in the virtual channel ID could give rise tolest a
re-send request control sign& AC K) delay, where theVAC K

signal is assumed to be error free for simplicity. Thus, thtalt

latency is given as

T’ret(Pc”) - Tete(Pc) + TNACK (PCN) (32)

The control signal delayZ(yv ac ) is the network latency for
one single flit transmission. Using Equation( 3) in Sectipmw@

can compute{nack) as

Tnack(P)) =~ (B(PHYW(PH+P+1)H
+Buest (P YWaest (PY) 4+ P — 1. (33)

End-to-end error detection and retransmission schemast iafl

non-existent virtual channel or a different existing ongisichan-
nel could be reserved or full. In the former case, two diff¢raes-
sages would be mixed, and in the latter case an existing flitdvo
be overwritten. Both problems would lead to flit/packet lo$ks
the erroneous virtual channel is unreserved and empty,theeftit
will eventually be overwritten when a new, correct packetss
signed to that channel. The proposed solution involves $keeofia
Hamming code within the virtual channel ID to correct allgiex
bit errors. The overhead for such a code is minimal becauteeof
small length of the virtual channel ID. In our proposed aetture,
there are 3 virtual channels per physical path set, theripyining
a 2-hit virtual channel ID. For a 2, 3, or 4-bit word, a singieer-

significant performance penalty to the network operatiatenfursty ~ correcting Hamming code requires 3 check bits. A 3-bit ogath

error conditions and high error probabilities. Figure &bjnpares
the results of our analytical model to those of a cycle-aateusim-
ulator. Clearly, results from our mathematical model dipseatch

the experimental results.

4.2 Router Logic Errors

Our router implementation (shown in Figure 1(b)) consi$tsixo
major components, each susceptible to transient faukstaiiting

is inconsequential compared to the protection and flegybihiat
such a code offers; with those 3 check bits, the virtual chnper
physical path can be increased to any number up to 16 withmyut a
impact on the virtual channel ID protection. The area andgyow
overhead is also minimal, since the code requires only on& XO
gate per check bit. There is no latency incurred since therfiam
check is masked within stage 1 of the router operation (aluitiy
routing and virtual channel and switch arbitrations).
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Overhead
Type | Location Symptom Solution
Latency Power
- Message is misdirected to a wrong path: - Current node routing: 2 cycles 1 routing stage
- This will not cause data corruption since VA, SA performed based Error caught by SA;
on this information. re-route message.
Routin - But the message may be directed to a blocked path - Look-ahead routing: 3 cycles (NACK + | Retrans. power.
Lo ‘Cg (either hardware fault [router/link cutage] or network edge in Error reported to the previous routing + retrans.)
Head {R% various topologies). router for routing repetition
) - Flit misdirected to a non-blocked path: - Can only be detected in
- In deterministic routing, it can cause deadlock. deterministic routing by 3 cycles (NACK + | Refrans. power.
Flit - Certain turn schemes prehibited by the routing algorithm receiving router. routing + retrans.)
- In adaptive routing, not critical (but delay will occur). (Case 1)
only - Can assign invalid VC: - Use Hamming code (parity MNone Additional power
- For 3vCs. we need 2bits for VCID. If MSB is toggled, it will change checks) to correct single-bit (Masked within from additional bits
Virtual 1(01) to 3 (11) which is not available. errors in virtual channel 1D. stage 1 of the (minimal), and
Channel - Thus, message can be lost. (Case 2) router operation) Hamming code parity
Aliccator | - Can assign unavailable VC (reserved or full or empty) checks (also minimal,
(VA) - It reserved: two messages will be mixed. one XOR gate per
- 1T full: it will overwrite channel buffer. check bit)
- ITempty: it will be overwritten later on
MUX! - VC DEMUX (1:N)*: Same problem as VA above. *(input : output) - See each section.
DEMUX |- VC MUX (N:1): Same problem as SA below.
- No flits are sent to the crossbar (N:0): - Send flits moved out of the 2 cycles Retrans. power.
- This would cause the loss of all the flits moved out of the FIFO FIFO buffers to both the pipeline | (Error signal +
buffers and into the pipeline buffers in stage 1 of the arbitration latches and the retrans. buffers. | retrans.}
(Case 3a)
Switch | - Nen-head flits might be directed to a path different from the - Append Message ID 2 cycles MsglD check logic
Al Arbiter header flit. 1o all data flits. {Case 3b (NACK + retrans.) | + retrans. power.
(SA) - Can direct several flits to the same output port {(N:1) - Corrupt fiit detected by error 2 cycles Retrans. power
} detection unit. Retransmit all (NACK + retrans.)
At related flits. (Case 3¢)
- A flit can be sent to several output ports (1:N multicast) - Utilize existing routing table 2 cycles Retrans. power.
Types entries. {Case 3d) (NACK + retrans.)
Retrans. | - Endless retransmission loop since original data itself is corrupt. |- Buffer dupiication (Case 4) None Additional buffer
Buffer power.
Crossbar | - Single-bit upsets to traversing flits. - Error Detection / Correction
(XB) [Case 5)
Link(LK) | - Traditional transient fault case - Error Detection / Correction
Hand- - Could upset the operation of the network threugh erroneous - Triple Module Redundancy (TMR) [ None Power for additional
shaking Valid/Ready control signals. Case 6) redundant lines,
signals but negligible.

Table 2: Logic Errors

In the block diagram of our proposed architecture shown ga Fi
ure 8(b), the VA unit is combined with the switch arbiter; lewsr,
their operations are distinct. Just like the routing prectse virtual
channel allocation is done entirely in stage 1 of the rouperation.
Thus, a fault would immediately cause an erroneous reseltan
invalid virtual channel assignment within a path set, agaied by
the arrows (see Figure 8(b)).

Case 3 - Switch Arbiter (SA) Protection: A transient fault in
the switch arbiter could give rise to more complex errors ttie
previous cases because the control signals span both sthties
router operation (see large arrows in Figure 8(c)). Theroband
scheduling signals for the crossbar traversal are gemktateng
stage 1, but used in stage 2. Therefore, the switch arbgé&uirts
the FIFO virtual channel buffers to shift one position inggtdl,
and the flits latched in the pipeline buffers are sent to testrar
in stage 2. Thus, a soft error in the SA could give rise to sdver
packet-loss problems:

(a) A soft error in the control signals might prevent the fiiten
traversing the crossbar in stage 2. This would cause theodloss
all the flits moved out of the FIFO buffers and into the pipelin
buffers in stage 1 of the arbitration. To avoid this fataliatton, the
retransmission buffer and an additional flag bit could beduse
recovery. The flits moved out of the FIFO buffers should be s&n
both the pipeline latches and the retransmission buffees Fsgure
8(d)). The retransmission buffers in our proposed architecare
large enough to keep four consecutive flits sent out on eaigubu
link. Additionally, whenever valid data is moved out of thB-B
buffers and into the pipeline latches a "Data Valid” bit i$. SEhis
bit is subsequently ANDed with the control signal of the shit
arbiter in stage 2. If the control signal was erroneousletrés a
zero state, i.e. no crossbar traversal for any flit, then tistake
will be caught. A signal is sent to the switch arbiter whichn ca
retransmit the flits from the retransmission buffer. Theitaloal
latency is two clock cycles (Error signal + retransmission)
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(b) If a data flit is mistakenly sent to a direction differendrh
the header flit, it would cause flit/packet loss. We proposegua
very compact header in all data flits which would include a-mes
sage ID. Additionally, each router would have a simple mgssB
checker unit. If the message ID check reveals that the incgiffit
ID is not in the router’s routing table, then a NACK is senthe t
sending router which would retransmit the flit to the cormectter
from its retransmission buffer. The incurred overhead cofrem
the message ID logic which is very simple and compact in area.
The header overhead in the data flits is also minimal sincgtoel
message ID is stored. The additional latency is two clochesyc
(NACK + retransmission) on an error.

(c) The error could cause the arbiter to direct two flits toshme
output. This will lead to a corrupt flit which will be detectbg the
error detection code in the next router. A NACK will be send #ime
correct flits retransmitted from the retransmission bufféiis error
recovery process will incur two cycles (NACK + retransmisgi
latency overhead.

(d) The error could cause the arbiter to send a flit to multiple
outputs (multicasting). If the flit is a data flit, the errorlmbe
taken care of by case 3(b) above at the next router. If, houthe
flitis a header flit then one needs to consider two possiuliti

(i) If there is no existing message in the erroneous patm the
the wrong header flit will be considered as the beginning o n
packet at the next router. Thus, a virtual channel will nkistdy be
reserved. The way to tackle this is to utilize the existingtimg ta-
ble entries. When a correct header comes in on the same path la
on, the router will detect that the path is already resertealigh
its InputVC-OutputVC pair in its routing table. It can, tieéore, re-
quest a retransmission of the last header flit. If it receiliessame
flit again, it will realize that the channel was erroneousgarved
and release the path to the correct header flit. (i) If a @bieader
flit has already used the current path, then the next routiérevi
quest a retransmit, as in case 3(d)(i) above. The previouteiro
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will not resend the wrong header flit to the same router again,
the receiving router can discard the erroneous headerdtit fts
buffer without disrupting the correctly reserved path.

The incurred overhead in both cases is a single flit retrasismi
sion from the previous router, i.e. a two-cycle latency aricimal
power overhead.

Case 4 - Retransmission Buffer Protection:A soft error in the
retransmission buffer would yield an endless retransmiskiop
since the original data itself is now corrupt. The way to evibiis
problem is to use duplicate retransmission buffers. Thiksdeu-
ble the buffer area overhead and power. However, the nunfber o
retransmission flit buffers in on-chip routers is very snffur per
output link in the case of our proposed two-stage routerjae
bling the area and power of this component will not be prdivibi

Case 5 - Crossbar Protection‘A transient fault within the crossbar
would produce single-bit upsets, not entire flits being rinéstted
as in the switch arbiter case. Single-bit upsets are takenafdy
the error detection and correction unit employed withirheaciter,
thus eliminating the problem.

Case 6 - Valid/Ready Handshaking Signal Protection:Every
router has several valid/ready handshaking signal linés mgigh-
boring routers to facilitate proper functionality and sgraniza-
tion. For example, each output link has a "Data Valid” outjg:
and a "Data Ready” input line to/from the adjacent routeanBient
faults on these lines could severely hamper the operatitireafet-
work. Therefore, Triple Module Redundancy is proposed bictvh
three lines and voting are used, instead of one, to ensuteqpian
against soft errors. There is an area and power overheaghser
but the area occupied by these lines is negligible comparelet
area of the other router components.

4.3 Simulation Results

The experimental setup described in section 2 was usedleSing

bit errors were uniformly injected in the network, both aklerrors
and as logic errors within the router architecture. The defmof
error probability is slightly different depending on thearmodel.
For link errors, it is defined as the probability of a flit erdhring
link traversal. For routing and switch arbitration logicas, it is
defined as the probability that a flit is mishandled by thedas a
result of single-event upset.

Figure 9(a) shows the overall latency of each scheme for a wid
range of error probabilities. In all schemes, except HEBE |a-
tency overhead incurred on the overall latency as a reswtrof
detection/correction was minimal, because all the scheyps
cally require only 1-3 cycles, as shown in Tables 1 and 2. How-
ever, in the HE2E scheme, if a message has errors in the flit por
tion where error checking is not performed at intermediatears,
then the whole packet should be retransmitted, and thestomadi
flits significantly increase the overall message injectite of the
network, and increase the average message latency. Thaspbp

181

(c) SA Error (d) Retrans. Buffers

architectural improvements within the router componeings (out-
ing logic (ROUTE) and switch arbiter logic (SW-ARB) curves)
flict no significant latency increase, as predicted. Fig(ibé $hows
the number of detected and corrected errors under eachpgoror
tection scheme. Without error detection/correction, thessage
will either be corrupted or lost, and, thus, no errors will de-
rected at all. By using these schemes, errors can be catreither
through retransmission or error-correction. Since eiirotise rout-
ing logic only affect head flits, our routing logic proteatischeme
has the least number of errors detected/corrected. Boticlsai-
biter errors and link errors can corrupt all flits. Since nftist go
through the switch arbitration several times at each nodeeés
work congestion increases, while they only traverse thedimce,
errors in the switch arbiter are more frequently detectedécted
than link errors. This trend justifies the inclusion of ouoposed
router-error safeguards in on-chip network architectusexe, as
mentioned before, soft error faults within the routers wilhtinue
to increase exponentially as technology scales down. Asrslio
Figure 9(b), as error probabilities increase, the numbermirs de-
tected and corrected by our switch arbiter reliability meas rises
abruptly. All those errors would otherwise escape and caegere
packet/flit losses. Figure 9(c) shows the energy consumpier
packet. In the case of HE2E, source to destination retrazzsoni
incurs significant energy consumption, while the other sw®
have minimal energy overhead, since either they are nobhiedan
retransmission, or are involved in hop-by-hop retransimisahich
has minimal power overhead. The proposed router-logieptiun
measures do not cause any significant increase in energyropns
tion.

Even though our reliability measures provide a blanket of pr
tection against both link and router logic errors, the prooe is
limited to single-bit errors. Temporal multi-bit errorsg(i two in-
dependent transient faults affecting the same flit at d@iffetimes),
and spatial multi-bit errors (i.e. one fault causing twdeatiént er-
rors at different locations) are not tackled. However, ttabpbility
of such events is still considered extremely low.

5. CONCLUSIONS

The rapidly increasing use of SoC architectures has accentu
ated the need for efficient on-chip communication infrastites.
Packet-based NoC architectures are currently the domahenice
to address the communication requirements of SoCs. Than@so
constrained nature of such networks differentiates them tradi-
tional off-chip networks, and thus, needs precise and efft@nal-
ysis of their performance, fault-tolerance and energy tiehs. To
this end, we propose a queuing-theory-based analyticakhfod
2D mesh networks, which performs latency and power anaétsis
the granularity of individual router sub-modules for ireesed ac-
curacy. Simulation results validate the correctness andracy of
the model for a generic 2-stage router. The model is then wsed
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Figure 9: Simulation Results

demonstrate it's effectiveness in analyzing a novel patisiive
router architecture that can minimize average packetdgtby in-
telligent path selection and reduced switching activitiEsrther-
more, the analytic model is used in quantifying the overaiver
consumption by capturing the utilization of different camngnts
and their corresponding energy consumption.

The study then focuses on the fault-tolerance aspects ohim-
interconnects by analyzing two types of faults: link errarsd
router logic errors. We explore five types of retransmissemi-
nigues to combat link errors and conclude that by providisea
arate error coding technique for the header flits, the pawcist
routing probability is significantly reduced, thereby pring bet-
ter fault-tolerance. We then extend our analytical modedvialu-
ate the network under the End-to-End (E2E) protection sehiem
demonstrate the utility of the model in analyzing all threegme-
ters: performance, energy and fault-tolerance. We additip pro-
pose a series of transient fault protection techniquesdideaoft
errors within the router’s individual components. Our gafrds
are shown to incur no significant area, latency, or power el
to the network.
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