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Abstract: Two of the major challenges in designing anomaly 
intrusion detection are to maximize detection accuracy and to 
minimize false alarm rate. In addressing this issue, this paper 
proposes an ensemble of one-class classifiers where each adopts 
different learning paradigms. The techniques deployed in this 
ensemble model are; Linear Genetic Programming (LGP), Adaptive 
Neural Fuzzy Inference System (ANFIS) and Random Forest (RF). 
The strengths from the individual models were evaluated and 
ensemble rule was formulated. Prior to classification, a 2-tier 
feature selection process was performed to expedite the detection 
process. Empirical results show an improvement in detection 
accuracy for all classes of network traffic; Normal, Probe, DoS, 
U2R and R2L. Random Forest, which is an ensemble learning 
technique that generates many classification trees and aggregates 
the individual result was also able to address imbalance dataset 
problem that many of machine learning techniques fail to 
sufficiently address it.  
 

Keywords: ensemble, ANFIS, genetic programming, random 
forest, intrusion detection and classification. 
 

1. Introduction 
The recent growth in Internet has also created many 
problems concerning security. Various security strategy were 
put forth to safeguard a network. Firewall as a basic packet 
filter alone is not sufficient to provide a secured network 
environment. Intrusion detection when coupled with firewall 
can provide a better and safer network. In general, an 
intrusion detection system (IDS) will analyze the network 
traffic and look for potential threats. Two types of intrusion 
IDS are; misuse and anomaly. Misuse looks for known 
attacks called attack signatures while anomaly is based on 
model of normalcy. A significant deviation from this model 
of reference, indicates a potential threat. Both approaches 
suffer several drawbacks. Misuse detection requires frequent 
updates of signatures to ensure a good detection while 
anomaly suffers a high false positive rate. Thus, the 
challenge is to surpass these two problems and come up with 
solution that can give a good accuracy while retaining low 
false positive rate. Various intelligent paradigms have been 
used in intrusion detection. Among them are Neural Network 
[1], Support Vector Machine [1] and Artificial Immune 
System [2]. Statistical methods have also been explored to 
solve problems in IDS. Graphical approach like Junction 
Tree (JT) was also found to be useful to segregate between 
normal and attack patterns. One particular advantage is its 
ability to illustrate the inter relation between attributes [3]. In 

recent years, the approach of using multiple classifiers were 
widely being used to solve many classification problems 
including IDS [4,5,6]. With a proper voting system and 
weighting assignment, this approach seems to improve the 
classification rate. Meanwhile, when dealing with a domain 
which deals with huge data size like network traffic, usually 
resources and time are greatly affected. 

The purpose of this paper is to address the issue of 
accuracy and false alarm rate in IDS. Here we employed two 
means; first is to select the relevant significant features, 
which represent patterns of the traffic and second is to 
engineer multiple classifiers with different learning 
paradigms to form an ensemble classifier model. The 
organization of this paper is as follows: Major portion of 
section 2 discusses the background and related works on 
ensemble approach in IDS. Section 3 presents the various 
techniques used in this study and Section 4 describes the 
flow of the experiment. Section 5 presents the results and 
discussion on findings. Finally, Section 6 concludes the 
paper. 

2. Related Works 
The problem of huge network traffic data size and the 
invisibility of intrusive patterns which normally are hidden 
among the irrelevant and redundant features have posed a 
great challenge in the domain of intrusion detection [7]. One 
way to address this issue is to reduce these input features in 
order to disclose the hidden significant features. Thus, an 
accurate classification can be achieved. Besides identifying 
significant features that can represent intrusive patterns, the 
choice of classifier can also influence the accuracy and 
classification of an attack. The literature suggests that hybrid 
or assembling multiple classifiers can improve the accuracy 
of a detection [1,6]. Classifier ensembles also known as 
committees are aggregations of several classifiers whose 
individual predictions are combined in some manner (e.g., 
averaging or voting) to form a final prediction [8]. An 
important advantage for combining redundant and 
complementary classifiers is to increase robustness, accuracy 
and better overall generalization in most applications [4,8]. 
Mukkamala et al. [9] demonstrated the use of ensemble 
classifiers gave the best accuracy for each category of attack 
patterns. Ensemble methods aim at improving the predictive 
performance of a given statistical learning or model fitting 
technique. The general principle of ensemble methods is to 
construct a linear combination of some model fitting method, 
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instead of using a single fit of the method. In designing a 
classifier, the first step is to carefully construct different 
connectional models to achieve best generalization 
performance for classifiers. Chebrolu et al. [6] proposed 
CART-BN approach, where CART performed best for 
Normal, Probe and U2R and the ensemble approach worked 
best for R2L and DoS. Meanwhile, Abraham et al. [10] 
illustrated that ensemble Decision Tree was suitable for 
Normal, LGP for Probe, DoS and R2L and Fuzzy classifier 
was for R2L. In their later work, Abraham et al.  [11] also 
demonstrated the ability of their proposed ensemble structure 
in modeling light-weight distributed IDS. Meanwhile, 
Mukkamala et al.  [1] proposed three variants of Neural 
Networks, SVM and MARS as components in their IDS. 
This combining approach has demonstrated better 
performance when compared to single classifier approach. 
Giacinto et al.[5] took a slightly different approach. Their 
anomaly IDS was based on modular multiple classifier 
system where each module was designed for each group of 
protocols and services. Each module might contain either 
individual or combination of different classifiers. The 
modular architecture would allow putting a rejection 
threshold of each module as to optimize the overall attack 
detection rate given a desired total false alarm rate for the 
ensemble. They reported that there was an improvement on 
attack detection rate and significant reduction on false alarm. 
 Here, we have chosen three soft computing techniques to 
develop our classifiers and they are: Linear Genetic 
Programming, Adaptive Neural Fuzzy Inference and 
Random Forest. 

3. Computational Intelligence Techniques 
Network traffic data is usually associated with large volume 
and having numerous fields that require careful examination 
by IDS. To alleviate the overhead problem, feature selection 
was performed prior to classification. Besides, selecting the 
significant features which signify each traffic class is to find 
the intrusive patterns or common properties are which often 
hidden within the irrelevant features [6]. They further 
commented that there are features that contain false 
correlation. Some of these features also may be redundant 
[12] and may have different discriminative power. Therefore, 
the aim of feature selection is to disclose these hidden 
significant features from the irrelevant features. Thus, an 
accurate and fast classification can be achieved. Each 
represents one of five different classes of network traffic. 
Meanwhile, the ensemble classifier model was built using 
three different machine learning techniques and they are; 
Linear Genetic Programming (LGP), Adaptive Neural Fuzzy 
Inference System (ANFIS) and Random Forest (RF). The 
hybridization of these intelligences was aimed at improving 
the classification capability of the IDS. The subsequent 
subsections will briefly describe these techniques 
 

 3.1  Preprocessing Stage 
Feature Selection process implemented in this study utilized 
a hybrid approach where Rough Set Technique and Binary 
Particle Swarm (BPSO) were structured in hierarchical 
manner to form a 2-tier feature selection process. Features 
were obtained based on class-specific characteristics, thus 
each class had one specific feature set. Since BPSO uses 
heuristic technique and the initial feature candidates are 41, 

Rough Set techniques was used to eliminate the redundant 
features and rank the top 15 features for each classes of 
traffic (Normal, Probe, DoS, U2R and R2L). These 
significant features are termed as reducts. 
 

3.1.1 Rough Set Technique  (RST) 
Pawlak [13] introduced rough set theory which assumes that 
every objective within the universe of discourse is associated 
with some information. RST has been used to solve problems 
in various areas. Among them are; uncertainty in electricity 
load analysis [14], fault diagnosis on diesel engine [15], 
feature extraction [11], knowledge discovery for diabetic 
children [17] and many others. Four basic concepts of RST 
are: 

i) Indiscernibility of objects 
ii) Lower and upper approximation 
iii) Attribute Reduction 
iv) Induction of Decision Rule 

Subsequent paragraph gives an overview of the related 
Rough Set Theory taken from Hassanien et al. [17].  
 
Definition 1 (information system).  
Information system is a tuple (U,A) where U consists of 
objects and A consists of feature. Every ܽ א  corresponds  ܣ
to the function  ܽ ׷ ܷ ՜ ௔ܸ, where ௔ܸ is value set of ܽ. In 
applications, we often distinguish between conditional 
features C and decision features D, where ܥ ת ܦ ൌ  In .׎
such cases, we define decision systems ሺܷ, ,ܥ  .ሻܦ
 
Definition 2 (indiscernibility n).   relatio
Every subs f es indiscernibility 
relation: 

et o features ك ܤ induc ܣ

஻ ൌ ሼሺݔ, ݕ ܷ ൈ ܷ ׷ ݀݊ܫ ஻  (1)א௔׊  ሻ א
For every א ݔ ܷ, there is an equivalent class [x]B in the 
partition of U defined by ݀݊ܫ஻. 
 
Inconsistency in the decision table happen when two or more 
similar objects with matching descriptions but they belong to 
different classes.  
  
Def on 3 owe  and upper approximation) initi  (l r
Given a set ك ܤ  the lower and upper approximations of a ,ܣ
set ܻ ك ܷ are defined by, respectively, 

ሾݔ௫:ሾ௫ሿಳ ك௑    (2) 
 

ܻܤ ൌ ڂ  ሿ஻

ܻܤ ൌ ڂ  ሾݔሿ஻௫:ሾ௫ሿಳ ځ௑ ஷØ    (3) 
 

 
Attribute reduction which is the third concept of RST is of 
the interest since it has the capability to eliminate the 
redundant and unimportant features.  
 
Definition 7 (reducts)  
Given a classification task related to the mapping a set of 
variables C to a se is a subset ܴ ك  t of labeling D, a reduct ܥ

,ܥሺߛ ሻܦ ൌ ,ሺܴߛ  ሻ   ሺ4ሻܦ
such that   

and none of proper subsets of R satisfies analogous equality. 
 
Definition 8 (reduct set) 
Given a classification task mapping a set of variables C to a 
set of labeling D, a reduct set is defined with respect to the 
power set P(C) as the set ܴ ك ܲሺܥሻ such that R =  ሼܣ א
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ܲሺܥሻ ׷ ,ܣሺߛ ሻܦ ൌ ,ܥሺߛ  ሻሽ. That is the reduct set is the set ofܦ
all possible reducts of the equivalence relation denoted by C 
and D. 
 
Definit inimal reduct) ion 9 (m
A minimal reduct Rminimal is the reduct such that ԡܴԡ ൑ ԡܣԡ, 
for all ܣ א ܴ. That is, the minimal reduct is the reduct of 
least cardinality for the equivalence relation denoted by C 
and D. 
 
Definition re)  10 (co
Attribute ܿ א  is a core feature with respect to D, if and ܥ
only if it belongs to all the reducts. We denote the set of all 
core features by core(C). If w  denote by R(C) the set of all 
reducts, we can put 

e

Core(C) = תோאோሺ஼ሻR   (5) 
The reducts computation and core of condition features from 
a decision table is actually the selection of significant 
features. The reducts produced represent the minimal set of 
features necessary to maintain classification capability given 
by a complete feature set. Rules are generated based on these 
reducts. These rules are the building blocks of the classifier 
model. 
 This study exploited the capability of reducts to size down 
the number of features to 15 (from 41 features).   
 

3.1.2 Binary Particle Swarm Optimization 
Particle Swarm Optimization (PSO) is a population-based 
search algorithm and initialized with a population of particles 
having a random position (solution). Each particle is 
associated with velocity. Particles’ velocities are adjusted 
according to historical behavior of each particle and its 
neighbours while they fly through search space [18]. Thus, 
particles have a tendency to fly towards the better and better 
search area over the course of search process [19]. The 
calculation of velocity and position are described as below: 
 

Vid = wVid + C1rand( )(Pid - Xid) + C2Rand( )(Pgd - Xid)  (6) 
Xid = Xid + Vid (7) 

 
C1 and C2 are positive constants called learning rates. These 
represent the weighting of the stochastic acceleration terms 
that pull each particle towards its’ pbest and gbest positions. 
Low values allow particles to fly far from target regions 
before being tugged back, while high values result in abrupt 
movement toward or past target regions. Meanwhile, rand ( ) 
and Rand ( ) are two random functions in the range [0,1] and 
w is the inertia weight. Suitable selection of the inertia 
weight provides a balance between global and local 
exploration, and results in less iteration on average to find a 
sufficiently optimal solution. Xi = (xi1, xi2, … , xiD) represents 
the ith particle and Pi = (pi1, pi2, … , piD) represents the best 
previous position of the ith particle. 
 This study employed the binary version of PSO to 
determine the need whether to include a feature or otherwise. 
Modification on velocity calculation and position were done 
to suit the binary nature of the feature selection domain. 
Apart from feature representation, [20] has proposed the 
following mechanism for the velocity representation. When 
particle P is compared to its lbest and the gbest, sum of -1 
and +1 is added. -1 penalty is given when the ith

 feature in P 
is chosen but not in lbest, and penalty -1 also been given 
when gbest does not contain the feature. +1 is given when 

lbest does have the feature and P does not. Similar procedure 
goes when comparing between gbest and P. Detail procedure 
of location updating strategy can be found in Wang et al. 
[20]. 

    3.2  Ensemble Intelligence for Classification 
The effectiveness of a ensemble or multiple classifier 
approach also depends on the choice of the decision fusion 
function. To determine the decision function, the expected 
degree of diversity among classifiers should be taken into 
account [21]. Here, ensemble machine learning techniques 
with different learning paradigms were used to classify the 
network connection. Decision function was determined 
based on the individual performances on overall accuracy 
and true positive rates. 

3.2.1 Linear Genetic Programming (LGP) 
The recent developments in GP, which include increased 
speed through use of linear genomes constructed of machine 
code instructions and development of homologues crossover 
operators have motivated the study in network security issues 
[22]. 

Genetic programming is a technique to automatically 
discover computer programs using the principles of 
Darwinian evolution [23]. It can create a working computer 
program from a high-level problem statement of the problem 
and breeds a population of programs to solve a problem. GP 
iteratively transforms a population of computer programs 
into a new generation of program by applying genetic 
operations. These genetic operations include crossover, 
mutation, reproduction, gene duplication and gene deletion 
[23]. The fitness of the resulting solutions is evaluated and 
suitable selection strategy is then applied to determine which 
solutions will be maintained into the next generation [11]. 
GP algorithm can be found in [24]. 

Linear genetic programming is a variant of the GP 
technique which uses a specific linear representation of 
computer programs. The main difference in comparison to 
tree-based GP is the evolvable units are not the expressions 
of a functional programming language (like LISP), but the 
programs of an imperative language (like c/c++) [11]. 
Abraham et al.  [11] further demonstrated the capability of 
three GP variants in the application of IDS where Multi 
Expression Programming (MEP) outperformed the rest in 3 
cases except Probe and DoS. It also came up with very few 
discriminative features (3, 4, 6, 2 and 7) in which its 
classification score is above 95% in all cases. Meanwhile 
Hansen et al. [18] claimed that GP could be executed in 
realtime due to its detection speed and high level of 
accuracy.  LGP could outperform SVM and ANN in terms of 
detection accuracy if the population size, program size, 
crossover rate and mutation rate are appropriately chosen [9].               

3.2.2  Adaptive Neuro-Fuzzy Inference System 
(ANFIS) 

Due to complex relationships that exist between the features 
and the nature of the traffic data which has the grey 
boundary between normal and intrusive, fuzzy inference 
system is among the recent approaches which were deployed 
in intrusion detection.  

The fuzzy inference system refers to a process that maps 
the input characteristics to the input membership functions. 
There are two basic types of fuzzy inference system and they 
are Mamdani and Sugeno Fuzzy Models. The difference lies 
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in how the output is determined. Mamdani Fuzzy Model was 
proposed as the very first attempt to map an input space to an 
output space based on experience of a human expert. An 
example of a Mamdani fuzzy rule is, 

 
if (x is high) then (y is small) 

 
and it is of a linguistic form. Similar to Mamdani model, 
Takagi Sugeno if-then rule’s premise part is of linguistic 
form characterized by a membership function. Meanwhile, 
the consequent part is described by non-fuzzy equation of a 
fuzzy input variable. A fuzzy rule in a Sugeno fuzzy model 
has the form of, 
 

if (x is high) then y=f(x) 
 

ANFIS adopts the Takagi-Sugeno model. Similar to the work 
by Toosi and Kahani [25], we deployed ANFIS due to 
difficulty in determining the parameters associated with 
variations in the data values to the chosen membership 
function. ANFIS is the hybrid of approximate reasoning 
method with the learning capabilities of neural network. In 
ANFIS, the learning mechanism is implemented using a 
hybrid supervised learning approach.  

Figure 1 shows the structure of ANFIS. The square and 
circle nodes are for adaptive nodes with parameters and fixed 
nodes without parameters, respectively. The first layer 
consists of square nodes that perform fuzzification with 
chosen membership function. The parameters in this layer 
are called premise parameters. In the second layer T-norm 
operation is performed to produce the firing strength of each 
rule. The ratio of ith rule of the firing strength to the sum of 
all rules’ firing strength is calculated in the third layer, 
generating the normalized firing strengths. The fourth layer 
consists of square nodes that perform multiplication of 
normalized firing strengths with the corresponding rule. The 
parameters in this layer are called consequent parameters. 
The overall output is calculated by the sum of all incoming 
signals in the fifth layer [26].  

 

 
Figure 1. (a) Sugeno Fuzzy Reasoning; (b) equivalent 

ANFIS structure [26] 
 

Toosi and Kahani [25] applied ANFIS in doing classification 
for KDDCup 1999 dataset and used all the features (41) in 
coming up with five FIS. Genetic Algorithm (GA) was used 
to optimize the structure of their fuzzy decision engine. 
Different learning style of fuzzy inference system was 

deployed by Abadeh et al. [27] where GA based learning 
was adopted and their experiment was to discriminate 
between normal and attack.  

3.2.3 Random Forest (RF) 
The random forests [28] are an ensemble of unpruned 
classification or regression trees. In general, random forest 
generates many classification trees and a tree classification 
algorithm is used to construct a tree with different bootstrap 
sample from original data using a tree classification 
algorithm. After the forest is formed, a new object that needs 
to be classified is put down each of the tree in the forest for 
classification. Each tree gives a vote about the class of the 
object. The forest chooses the class with the most votes [29]. 
By injecting randomness at each node of the grown tree, it 
has improved accuracy.  RF algorithm is given below [30]: 
 
1. Build bootstrapped sample Bi from the original dataset 

D, where |Bi| = |D|  and examples are chosen at random 
with replacement from D. 

2. Construct a tree iτ , using Bi as the training dataset 
using the standard decision tree algorithm with the 
following modifications: 
a. At each node in the tree , restrict the set of 

candidate attributes to a randomly selected subset 
(x1, x2, x3, … , xk), where k = no. of features. 

b. Do not prune the tree. 
3. Repeat steps (1) and (2)  for i = 1, … , no. of trees, 

creating a forest of trees iτ , derived from different 
bootstrap samples. 

4. When classifying an example x, aggregate the decisions 
(votes) over all trees iτ in the forest. If iτ (x) is the class 

of x as determined by tree iτ , then the predicted class 
of x is the class that occurs most often in the ensemble, 
i.e. the class with the majority votes. 

 
Random Forest has been applied in various domains such 

as modeling [31,32], prediction [33]  and intrusion detection 
system [29,34]. Zhang and Zulkernine [21] implemented RF 
in their hybrid IDS to detect known intrusion. They used the 
outlier detection provided by RF to detect unknown 
intrusion. Its ability to produce low classification error and to 
provide feature ranking has attracted Dong et al. [34] to use 
the technique to develop lightweight IDS, which focused on 
single attack. 
 

4. Experimental Setup 
This study used KDD Cup 1999 data set that was extracted 
from 1998 DARPA intrusion detection evaluation program, 
an environment which was set up to acquire raw TCP/IP 
dump data for a network simulating a typical  U.S. Air Force 
LAN operated as a real environment and injected with 
multiple attacks. Each TCP/IP connection has a total of 41 
qualitative and quantitative features where some are derived 
features. Features were labeled from 1 to 41 and they are 
termed as f1, f2, f3,… and f41. The type of attacks belongs 
to four main categories, namely, Denial of Service (DoS), 
Remote to Local (R2L), User to Root (U2R) and Probing.  
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(i) Probe (Probing and Surveillance) 
 
It is characterized by the scanning activity done by attackers 
looking for opened and vulnerable ports at the victim 
machine. Understanding which ports are opened and what 
version of services they are will enable attacker to study 
further on the known vulnerabilities of those services. Thus, 
an attack can easily be made. 
 
(ii) DoS (Denial of Service) 

 
This attack is characterized by an explicit attempt to deny or 
prevent legitimate users from using the resources. For 
instance, attackers can flood the network thus preventing 
legitimate network traffic and disrupt a connection that will 
deny a legitimate user from accessing certain services. 
Packet filtering and disable the unnecessary ports may lessen 
the risks from this attack. 
 
(iii) U2R (User to Root) 

 
This attack normally start with accessing a normal local user 
account and later the attacker exploit the vulnerabilities to 
gain access to root and able to work with superuser privilege. 
 
(iv) R2L (Remote to Local) 

 
Attacker will normally send codes to a machine over a 
network and later he will exploit the victim’s vulnerability 
and gain access to normal local user on the host. 
 

Since the described machine learning approaches in the 
earlier sections are of supervised learning, the experiment 
was done on both training and testing phases. The training 
and testing data used in this study comprises of 5,092 and 
6,890 records respectively as shown in Table 1 and all the 
data were scaled to [0,1][35]. The composition of these 
sample data maintains the actual distribution of KDD Cup 
1999 data.  

 
Table 1. Training and testing data. 

Dataset Normal Probe DoS U2R R2L      
Training 1000 500 3002 27 563 
Testing 1400 700 4202 25 563 

 
The flow of the experiments presented in this paper is 

depicted in Figure 2. The process to obtain important 
features was done offline. Each of the classifiers (LGP, 
ANFIS and RF) was trained using the same training data. 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

  
 
 
 

 
 
 
 
 
 

Figure 2. Experimental Flow 
 
Rough-Discrete Particle Swarm Optimization (Rough-

BPSO) was used to selectively choose significant features. 
Initial 41 features were reduced to 15 for all classes and they 
varies from one class to another. These reducts were then 
refined using Binary PSO. Details on feature selection 
procedure can be found in [36]. The obtained class-specific 
features are shown in Table 2. The number of reduced 
features ranges from 6 to 8, which roughly about 80% 
reduction. 

 
Table 2. Reduced features 

Class Best result 
Normal f12, f31, f32, f33, f35, f36, f37 and f41 
Probe f2, f3, f23, f34, f36 and f40 
DoS f5, f10, f24, f29, f33, f34, f38 and f40 
U2R f3, f4, f6, f14, f17 and f22 
R2L f3, f4, f10, f23, f33 and f36 

 
Meanwhile, Table 3 shows the error produced by the ANFIS 
when trained with few epoch numbers, 100, 300 and 500. 
The neuro-fuzzy (ANFIS) classifier was best trained at 300 
epoch. No improvement on the error found beyond 300 
epochs. Two membership functions (MF) in the form of 
Bell-shape were used for the input and output fuzzy sets. We 
have also experimented with two other MFs which were 
trapezoidal and gaussian forms on DoS with 300 epochs and 
they were compared with the performance of the Bell-shape 
MF. Each gave an error of 0.42137 and 0.31536 respectively. 
Therefore, it can be concluded that bell-shaped MFs are 
more suitable for the data used in this study. 
 
 
 

RST-BPSO Feature Selection 

ANFIS LGP RF 

Weighted Voting 

Classification according to 5 
classes  

Train Data                         Test Data 

Hierarchical 
feature selection 
for class-specific 
features 

Ensemble 
classifier utilizing 
different learning 
mechanisms

Voting based on 
formula (3)

Normal    Probe      DoS         U2R         R2L 
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 Table 3. Number of epoch and errors   
Meanwhile Figure 4 shows an example of C code excerpt for 
U2R classification program with f[0] (equivalent to f3) 
having the highest input impact. 

Class Epoch Error 
Normal 
 

100 0.300930 
300 0.297297 
500 0.297297 

Probe 100 
300 
500 

0.102732 
0.095630 
0.095630 

DoS 100 
300 
500 

0.431270 
0.314400 
0.314400 

U2R 100 
300 
500 

0.072144 
0.071277 
0.071277 

R2L 100 0.272360 
 300 0.261350 
 500 0.261350 

 
 
 
 
 
 
 
 
 
 
 
 
  
 Five ANFIS were produced to individually represent the five 

classes of the network traffic. Maximum number of rules 
generated was 2଼ for both Normal and DoS. Minimum rules 
were 2଺ for Probe, U2R and R2L. Apparently, the compact 
size of rules generated in this study is far less than of Toosi 
and Kahani [25] which is 2ସଵ. The number of rules can 
greatly affect the performance in terms of classification time. 

 
 
 

 L0: f[0]-=v[2]; 
  L1: f[0]/=v[0]; 
  L2: f[0]+=0.003250631503760815f; 
  L3: cflag=(f[0] < f[2]); 
  L4: f[0]+=v[2]; 
  L5: f[0]=sqrt(f[0]); 
  L6: f[0]+=0.2609443664550781f; 
  L7: if (!cflag) f[0] = f[1]; 
  L8: f[0]+=v[4]; 
  L9: f[0]=-f[0]; 
  L10: f[0]+=v[3]; 
  L11: f[0]=fabs(f[0]); 
  L12: f[0]-=v[5]; 
  L13: f[0]+=f[0]; 
  L14: f[0]=sqrt(f[0]); 

Figure 4. An excerpt of C code for U2R 1-vs-rest 
classification program evolved using LGP 

 
 As for LGP classifier, we used the following parameter 
settings as shown in Table 4. 
 

Table 4. Number of epoch and errors 

Parameter Normal Probe DoS U2R R2L 
Population size 2048 2048 2048 2048 2048 
Instruction sets addition, arithmetic, comparison, data transfer, 

multiplication, subtraction and trigonometric 
Mutation 
frequency (%) 

97 95 78 95 95 

Crossover 
frequency (%) 

50 50 30 72 50 

Number of 
demes 

10 10 10 10 10 

Maximum 
program size 

512 512 512 512 512 

      

As in RF experiment, we used three features as a node split 
factor in building the trees. The performance of each 
classifier was individually evaluated prior to their ensemble 
construction. The strength of individual classifier was used 
as a basis to assign the individual weight in the ensemble 
model. The individual performance of the classifiers is 
shown in Figures 5 and 6. Further discussion is given in 
Section 5. We have evaluated several weights for the 
classifiers and found that the following expression gives a 
good performance in the ensemble model:  
 
Dprob = (0.5xLGPprob) + (0.1xANFISprob) + (0.4xRFprob)  (8) 
 
where 0.5, 0.1, and 0.4 are the weights. Dprob  is the 
accumulated decision and LGPprob, ANFISprob and RFprob are 
the scores from the respective classifiers. 

5. Results and Discussion We limit 1000 generations of classifier codes to evolve with 
average of 20 runs per generation. In the example of U2R 
classifier, it took 90 generations to be stabilized. Subsequent 
generations showed no improvement in terms of accuracy as 
shown in Figure 3.  

The results for the individual classifier and ensemble 
classifiers are summarized in Table 5. The accuracy, False 
Positive and True Positive are calculated based on the 
following equations. 
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Figure 3. Relation between accuracy and number of 

generations for U2R 

Accuracy  = 
TNTP +

   (9) 
TP TN FP FN+ + +

False Positive =
TNFP

FP
+

 (5) 

True Positive = 
samplesclassTotal

TP
__

   (10) 

 
The above True Positive calculation would give an indicator 
of how well a classifier can recognize class specific input 
being investigated. This is to avoid misleading true positive 
performance due to imbalance testing data. The results 
obtained are tabulated in Table 5.  
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Table 5. Individual and ensemble performances 

Classes LGP ANFIS Random Forest Ensemble Model 
Accuracy FP TP Accuracy FP TP Accuracy FP TP Accuracy FP TP 

Normal 98.83 0.0029 0.9971 96.31 0.0029 0.9631 93.16 0.0029 0.9970 99.27 0.0029 0.9971 
Probe 99.68 0.0000 0.9986 95.41 0.0000 0.5557 95.76 0.0000 0.9990 99.88 0.0000 0.9914 
DoS 97.45 0.0000 0.9743 92.66 0.0007 0.8877 91.45 0.0121 0.9055 98.26 0.0000 0.9743 
U2R 99.91 0.0000 0.8000 99.77 0.0000 0.4400 99.13 0.0007 0.8800 99.96 0.0000 0.8800 
R2L 99.63 0.0000 0.9858 99.49 0.0000 0.9503 98.87 0.0000 0.9965 99.79 0.0000 0.9858 

 
 

We further analyzed the results to explore the 
discriminative powers of each technique. Figure 5 shows 
accuracy rate of each technique plotted against each class of 
traffic; class 1 denotes Normal, class 2 Probe, class 3 DoS, 
class 4 U2R and class 5 R2L. In general, the performance of 
LGP is superior when compared to the other two classifiers 
while both ANFIS and RF are almost at par with each other. 
In general, their performances are poor for DoS. Two 
possibilities that can explain this situation; firstly it may be 
due to the DoS class-specific feature which may not be well 
selected. Secondly, it may be due to the imbalanced data 
problem which will be explained later. 
 

 
Figure 5. Individual performance based on accuracy rate 
 

Figure 6 shows the true positive performance of all 
classifiers. The illustration reveals that LGP and ANFIS have 
poor performance on class 4 (U2R) whereas the performance 
of RF is relatively better. Figures 3 and 4 suggest that both 
class 3 (DoS) and class 4 (U2R) are relatively difficult to 
classify. DoS, which constitutes the largest number of 
sample data (58.96%) and U2R has the least sample data 
(0.53%) represent two extreme situations, thus imposing an 
imbalanced data problem. Data imbalance occurs when 
either the number of patterns of a class is much larger or 
smaller than that of the other classes. This study reveals that 
the performance of RF is relatively stable throughout all 
classes.  

According to [37] data imbalance is one of the causes 
that degrade the performance of machine learning algorithms 
in classifications. This study confirms that both LGP and 
ANFIS fail to perform well when dealing with imbalanced 
dataset. 

 
Figure 6. Individual performance based on true positive rate 

On the other hand, RF performs reasonably well relative 
to others particularly in small data category (U2R). The 
empirical results conforms the claim made by Khoshgoftaar 
et al. [30] in which they conclude that RF is robust and it can 
handle imbalanced data problem. They argued that the  
robustness of RF lies on random selection of features at the 
node and its bootstrapping strategy during the creation of 
trees. 

Figure 7 compares the accuracy performance of our 
ensemble model against the best individual classifier, LGP. 
The ensemble behaves very similar to LGP with slight 
performance improvement in all the classes. This finding 
suggests that the ensemble model is the best approach to 
provide high accuracy while keeping low false positive. This 
is perhaps due to the complementary role from each of the 
members in the ensemble model.  

 
Figure 7. Accuracy rate of ensemble vs. LGP 
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6. Conclusion 
In this paper, we have demonstrated that ensemble of 

different learning paradigms can improve the detection 
accuracy. This was achieved by assigning proper weight to 
the individual classifiers in the ensemble model. Based on 
our experiment, LGP has performed well in all the classes 
except the U2R attacks. In contrary, RF shows a better true 
positive rate for U2R class. Thus, by including the RF in the 
assemble model, the overall performance particularly the 
result for U2R class has improved.   

The assignment of the weights to the individual 
classifier in the ensemble model is very important. We plan 
to investigate a more systematic method that can explicitly 
give the correlation among the weight values and investigate 
how the values influence the classification result. 
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