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ABSTRACT 
The U.S. Army’s Rotorcraft Pilot’s Associate @PA) pro- 
gram is developing an advanced, intelligent “associate” 
system for flight demonstration in a future attack/scout 
helicopter. A significant RPA component is the intelligent 
user interface known as the Cockpit Information Manager 
(CIM). This paper describes the high level architecture of 
the CIM, with emphasis on its pilot-perceptible behaviors: 
Crew Intent Estimation, Page Selection, Symbol Selec- 
tion/Declutter, Intelligent Window Location, Automated 

Pan and Zoom, and Task Allocation. We then present the 
subjective results of recent full mission simulation studies 
using the CIM to illustrate pilots’ attitudes toward these 
behaviors and their perceived effectiveness. 

Keywords 
Cockpit Information Management, Rotorcraft Pilot’s Asso- 
ciate, Associate Systems, Page Selection, Symbol Selec- 
tion/Declutter, Automated Task Allocation, Pan & Zoom, 
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THE ROTORCRAFT PILOT’S ASSOCIATE PROGRAM 
The US Air Force’s Pilot’s Associate programs were among 
the first efforts to implement large, adaptive, intelligent 
user interfaces (IUIs) [2]. The US Army’s Rotorcraft Pilot’s 

Associate (RPA) program is extending and implementing 
this work [4]. In this section, we will briefly describe the 

approach to IUI we have developed for the RPA with em- 
phasis on the intelligent information management cockpit 
behaviors which result in task-sensitive, dynamically gen- 
erated cockpit configurations. 

The RPA program is a five year, $80 million research con- 
tract managed by the U.S. Army’s Aviation Applied Tech- 
nology Directorate at Ft. Eustis. It currently represents the 
U.S. Army’s largest research and development commit- 
ment and is one of the largest ongoing IUI application ef- 
forts in the world. The goal of RPA is to develop and 
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demonstrate in flight an “associate” system in a next- 

generation attack/scout helicopter. Associate systems are 
collections of intelligent aiding systems that, collectively, 
exhibit the behavior of a capable human [ 13,141. They can 
(a) perform roughly the same breadth of activities as a hu- 
man expert in the domain, (b) take initiative when neces- 
sary, but generally follow a human colleague’s lead, and 
(c) integrate over ongoing activities to exhibit robust, coor- 
dinated, appropriate behavior. 

A critical goal of RPA is to manage the information avail- 
able in future helicopter operations so that human crews 
can attend to all and only relevant portions at any given 
time. Further, RPA must accomplish this without increas- 

ing pilot workload or decreasing situation awareness. 

Nature of the RPA Task Domain 
While other IUI applications [e.g., 5,8,11,12] are charac- 
terized by truly vast quantities of information, highly con- 
figurable interface and automation technologies, highly 
variable and unstructured task needs, and comparatively 
mild time constraints, RPA differs on all these fronts. The 
information available to a military helicopter pilot is exten- 
sive and growing, but it is constrained by available sensors 
and pre-formatted datalink communications. Thus it is less 
broad and variable than that available to e.g., a military op- 
erations planner-much less a university student with a 
Web query. While military glass cockpits are highly flexi- 
ble, capable of presenting information in multiple modali- 
ties and formats, they maintain strict constraints and con- 
ventions on information formatting to facilitate transfer of 

training and ease of uptake. Thus, a truly novel interface, 
generated dynamically for each situation, is not acceptable. 
While the Army attack/scout helicopter mission is one of 
the most flexible in the military, and future battle scenarios 

call for even more dynamic mission planning and re- 
planning, procedures are exhaustively thought out at all 
levels from broad force strategies to specific mission plans 

and pilots are extensively trained in these procedures. 

Thus, user tasks are reasonably well scripted and shared, 
and most situations will have appropriate doctrine created 
to enable users to ‘fall back on their training’. Finally and 
importantly, response times are critical. The huge number 
of potential threats (passive and active) in the operational 
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environment demands constant and complete situation 
awareness. Flexibility of use, and even operator autonomy, 
may sometimes be sacrificed if the payoff is faster reaction 

time. 

These aspects of the RPA domain have colored our devel- 
opment of an IUI for it. As is described below, we have 

emphasized decreasing pilot workload to access and com- 
prehend available information and adhering to the stan- 
dards and expectations for interface construction, over dy- 
namically accessing novel information or generating inter- 
faces. Above all, we have emphasized gaining pilot ac- 
ceptance. This paper will report both the IUI design ap- 

proach we took, and the insights gained from recent full 
mission simulation evaluations as to those aspects of the 
RPA IUI which pilots are willing and unwilling to accept. 

4 

Tgure I. Functional Architecture of the RPA System 

Overall RPA Architecture 
Figure 1 illustrates the whole RPA architecture. There are 
two major parts. First, an Advanced Mission Equipment 
Package (AMEP) provides a suite of sophisticated automa- 
tion including advanced sensors, communications and tar- 
geting systems. While highly capable, these are all “tradi- 
tional” automation systems in that they serve a single func- 
tion without explicit reference to operator goals and have 
little autonomous capability. While relatively intelligent, 
they are what Riley [ 131 refers to as assistant or slave sys- 
tems rather than true “associates”. The second major com- 
ponent of the RPA system is the Cognitive Decision Aiding 
System (CDAS). CDAS integrates the functionality of the 
Mission Equipment Package with explicit models of crew 
tasks to sew the traditional automation systems into a semi- 
autonomous “associate.” 

CDAS itself consists of six modules. Data Fusion is re- 
sponsible for correlating the stream of incoming data from 
multiple external sources into a single, accurate and unified 
view. External Situation Assessment consists of battlefield 
and target assessment subsystems that reason about the sig- 
nificance of external conditions to 
known mission goals. Internal Situation 
Assessment performs similar functions 

on internal aircraft health and status 
monitoring equipment. A series of six 
real-time Planners use this assessment 
data to offer suggestions for 
maximizing successful accomplishment 
of known goals. Each Planner is 
responsible for a single functional area: 
route planning, survivability, 
communications, sensor management, 

attack and reconnaissance. The Cockpit 
Information Manager (CIM) is the IUI 

component for the RPA CDAS as a 
whole. 

THE RpA COCKPIT INFORMATION MANAGER 

Cockpit Information Manager Architecture 
The architecture and knowledge representation of the 
Cockpit Information Manager (CIM) is described briefly in 
this section. For more detailed information, see [9, lo]. 

CIM is primarily a task-based, rather than state-based, arti- 
fact-based, or user-based IUI (cf. [12] and Jones’ discus- 
sion of ‘boundary objects’ as organizational structures for 
coordinating interactions in [6]). This task-centered focus 
works well in a highly proceduralized and trained domain 
such as helicopter operations. CIM is responsible for de- 
termining the current and near-future tasks of the crew, and 
then adjusting the cockpit configuration to meet task needs. 
A cockpit configuration consists of an allocation of all ac- 
tive tasks to a mixture of cockpit actors (two pilots and 
automation), and an allocation of interface functions re- 
quired for those tasks to some mix of cockpit display and 
control devices. The ultimate goal of interface manage- 
ment in CIM is enhanced task performance, thus CIM pri- 
oritizes and filters presentations so that the most important 
tasks have their information needs met first, and crew 
workload and display device capacity thresholds are not 
exceeded. The Controls and Displays (C&D) and Mission 
Processing logic is then responsible for issuing the low- 
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Figure 2. High-level Architecture of the CIM Module. 
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level avionics commands to achieve automation tasks and 

cockpit configurations commanded by CIM. 

Figure 2 illustrates the CIM we have developed. Task and 
context information are provided to the CIM by two 

shared-memory resources of the CDAS as a whole: the 
Task Network and the Context Model. The Context Model 

represents the CDAS’ current beliefs about the state of the 
aircraft and the world. The Task Network represents the 
CDAS’ current beliefs about the tasks that are now being 
performed and upcoming. In essence, all tasks that can be 
performed in the RPA aircraft are modeled in the Task 
Network (cf. [7]), along with alternate methods for per- 

forming them. Before takeoff, a mission-specific task net- 
work is crafted to represent the mission plan. During a 
mission, activation and completion conditions on tasks are 
triggered by pilot actions or world states (recorded in the 
Context Model), thus enabling the Task Network to main- 
tain, in real time, a model of the active, expected, and com- 

pleted tasks at any point. 

CIM is not just a consumer of task information. The Crew 

Intent Estimator component (see Figure 2) interprets pilot 
actions and world events against mission plans in the Task 
Network and, using knowledge of goals and side effects, 
ascertains whether the pilots are following the mission 
model or are attempting alternate plans or goals. The Crew 
Intent Estimator can revise the Task Network model to re- 
flect new crew intent to perform a different set of tasks. 
More details on the Intent Estimator’s function and mecha- 
nism can be found in [ 11. 

The set of active tasks, constantly updated and prioritized, 
is CIM’s basis for interface management. CIM’s reasoning 
is conducted in four stages as illustrated in Figure 2 and, in 
more detail, 3. Prior to mission execution, a designer will 
use a data capture tool to record constraints and pilot pref- 
erences for task allocation, symbol use, channel use, pop- 
up window position, etc. S/He also captures the informa- 
tion needs for each task, and the display alternatives for 
satisfying those needs. This information feeds a flight da- 

Channel Taskload 

Allocator (P. P*) Estimator (P. P*) 

Figure 3. Knowledge Representation and Reasoning in CIM. 

tabase that is accessed by the CIM algorithms. 

Whenever the set of active tasks changes, CIM computes a 

new cockpit configuration (though this only occasionally 
produces a change in what the crew sees). For each task, 
CIM decides how the task should be allocated across the 
available, legal combinations of actors (human and auto- 
mation). Each legal task allocation is called an Actor Con- 
figuration Option (ACO). AC0 selection is performed by 
CIM’s Actor Allocator component. 

For each ACO, CIM’s knowledge base contains a list of 
prioritized pilot information requirements. CIM’s Channel 
Allocator component attempts to satisfy ‘PIRs’ by associ- 

ating presentation elements (PEs--concrete means of con- 
veying information: graphical symbols, acoustic tones, etc.) 
with them and allocating cockpit input and output channels 

to those PEs. 

Throughout the selection of actors and presentation meth- 
ods, CIM maintains a record of its violations of pilot ex- 
pectations, information needs, display stability, or any of a 
number of other desirable (but often conflicting) interface 
characteristics. Once an actor’s tasks cockpit configuration 
is determined, CIM’s Taskload Estimator component com- 
putes a human workload estimate for doing those tasks in 
that way. This estimate, along with the violation scores de- 
scribed above, is input to a scoring function resident in 
CIM’s Configuration Manager component. This evaluation 

metric is described in more detail in [9]. 

Finally, if time permits, CIM will iterate through its design 
decisions to develop cockpit configurations with better 
scores on its evaluation metric. When time is up, CIM re- 
ports its best configuration to the cockpit C&D and Mission 
Processing logic for generation in the crew stations. 

CIM Interface Management Behaviors 
For communicating CIM’s capabilities to pilots, we found 
it helpful to describe CIM behaviors from an operator’s 
viewpoint instead of, or before, presenting architectural de- 
scriptions like those above. CIM performs six primary ac- 

tivities observable by the pilot. These are: 

1. Intent Estimation 
2. Task Allocation 
3. Page (or Format) Selection 
4. Symbol Selection/Declutter 
5. Window Placement 
6. Pan and Zoom 

We will describe each of these behaviors below in the 
context of a representative mission scenario (depicted in 
Figure 4). This scenario covers roughly two minutes. It 
begins with an “Ingress” task as a part of a larger recon- 

naissance plan. During this task, the crew encounters an 
unexpected threat which triggers a previously unplanned 
(and inactive) “Perform Actions on Contact” (AOC) task. 
Subtasks under AOC in this scenario (others are possible) 
include performing a “Low Probability of Detection Ma- 
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Figure 4. Representative mission scenario illustrating CIM behaviors. 

neuver,” a “Sensor Scan” to determine the nature and ex- 
tent of the threat, and then submitting a “Spot Report”. The 
Crew Intent Estimator then determines that the crew in- 
tends to engage the threats and therefore asserts a newly 
active “Attack” task, which in turn contains the subtasks 
“Select Combat Position,” “Select Weapons,” “Engage 
Targets” and “Battle Damage Assessment”. These tasks 
are followed, in this scenario, by an “Egress” task. 

lnfent Estimation 
The intent estimation behavior of the CIM has little visible 
output to the RPA crew, but it can dramatically affect the 
other CIM behaviors through the set of active tasks it re- 
ports. At the beginning of our scenario, the AOC task is 
neither active nor a scheduled part of the mission. Detec- 
tion of an unexpected enemy threat (e.g., through Data Fu- 
sion’s interpretation of sensor data) is an automatic Task 
Network trigger for the AOC task, but sensors can be 
wrong and there are battlefield threats that are not detect- 
able with current technology (e.g., small arms fire). Since 
it is important for CDAS to remain ‘in the loop’ with the 
pilot even in these instances, the Crew Intent Estimator 
constantly tracks crew behavior to infer their intent. Thus, 
while sensors might be unable to detect a small arms threat, 
the pilot’s pattern of evasive maneuvering, weapon slew- 
ing, communications, etc. and will be evaluated using tem- 
plate-based plan recognition techniques [l] to infer the 
presence of an otherwise undetectable instance of AOC. 

While intent estimation is mostly invisible, it is not entirely 
so. The RPA cockpit includes an ‘intent interface’ to pro- 
vide the crew with both insight into, and some control over, 
CIM’s understanding of their intent. This “Crew Coordi- 
nation and Task Awareness” display consists of four small 
LED buttons located in the upper right portion of each pi- 
lot’s main instrument panel. It reports, in text, the current 
inferred (1) high-level mission context, (2) highest priority 
pilot task, (3) highest priority copilot task, and (4) highest 
priority CDAS task. Pressing these buttons permits the pi- 
lot to override CIM’s current inferred tasks and assert new 
ones via push button input. Since the inclusion of a direct 
method for viewing and interacting with intent estimation 
was a new development in the RPA cockpit (over prior as- 

sociate system work), we were especially interested in how 
pilots would regard it. 

Task Allocation 
Under this behavior, for not-yet-active tasks, CIM deter- 
mines how best to allocate the task among a ‘legal’ (i.e., 
pre-approved) mixture of human and automation actors- 
an ACO. For example, the pilots may have authorized 
CIM to consider allocating the “spot report” task either (a) 
to the copilot alone, (b) to automation with the final 
approval by the copilot, or (c) to automation alone with no 
copilot approval. Each of these would then be a ‘legal’ 
AC0 which CIM will consider, though the pilots may also 
indicate that one method is heavily preferred (a factor 
included in CIM’s evaluation metric and traded off there 
against potential benefits such as workload reduction. 

Page Selection 
Given each actors’ tasks, CIM determines the best set of 
pages (i.e., formats) to present on the three available multi- 
function displays (MFDs) for each crew member. In our 

Page Selection Overview 

. Behavior Description-- 

CIM selects best pages and 
windows for current tasks. 

CIM selects best device for 

presentabon 

. Example- Actions on Contact(P) 
Flight Page on RMFD during 
Actions on Contact 

Weapons Page on RMFD 
during Select Appropriate 

weapon 

’ Payoff-- 

Decreased motor taskload weapons Page for 

Faster task performance Select Appropriate Weapon(P) 

Decreased errcrs of omission 

Figure 5. Page Selection Example. 

scenario, when AOC becomes active, the crew will have 
high need for information about the threat and about the 
maneuvering capabilities of the aircraft. Thus, in this con- 
text, the three MFDs will generally be configured to show a 
sensor page, a tactical situation map display and a flight 
page with primary flight symbology-though the concur- 
rent presence of other, high priority tasks might result in a 
different configuration. When the decision is made to en- 
gage the threat (when AOC ends and the “Attack” task be- 
gins), weapons configuration and control information are 
temporarily more important for the copilot, and thus his 
cockpit may be re-configured to present a weapons page 
instead of the flight page (see Figure 5). 

Symbol Selection/Declutter 
For each of the selected pages, CIM determines the best set 
of symbols for meeting the current information needs, re- 
moving unnecessary symbology when it taxes either the 
MFD’s or the human’s processing capacity. For example, 
during the “Ingress” and “Egress” tasks, the crew needs 
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navigational information and their map displays will gener- 
ally show routes, phase lines, passage points, etc. When an 
unexpected threat appears, however, this navigational in- 
formation is less critical than’information about the threat 
and its relative position. Thus, CIM will generally suppress 
navigation symbology and replace it with threat symbology 
such as threat icons, lethality and intervisibility envelopes, 

etc. (see Figure 6). 

,.. ,‘, ‘. 
i ,:‘.,,. Window Placement Overview 

- Behavior Description-- 

-.. CIM positions windows to 
minimize obscuration of other 
needed information. 

* Example-- 

Window Placement 

._ Default position for accept 
route window is lower right on 
Tactical Situation Display. 

- Important engagement tracks 
are located there, so window is 
relocated to alternate position. The RPA crew station can present many types of informa- 

tion in pop-up windows overlaid on a portion of a larger 
page. When pop-up windows are used, CIM determines 

their best placement to minimize obscuring other needed 
information and symbology, yet adhering as closely as pos- 
sible to expected locations for each window type. For ex- 
ample, when the pilots decide begin the “Attack” task, they 
need to select a combat position. In support of this “Select Figure 7. Window Placement example. 

important symbols 

9 Payoff-- 

.- Decreased Motor taskload With CIM: intelligent selection 
._. Improved Situation Awareness of secondary locations 

Faster task performance 

CBP” task, the AMEP provides them with a recommended 
position and an explanation of the recommendation in 
terms of the Army’s standard position evaluation criteria. 
This explanation is presented in a pop up window as 9 cri- 
teria scores. While useful, placing this large window in 

any default position on the map risks obscuring threat sym- 
bology critical to the ongoing attack task. CIM dynami- 
cally selects a position for the window that minimizes ob- 
scuration and, when impossible, ensures that only lower 

importance symbology is obscured (see Figure 7). 

portant symbols, yet avoid clutter. For example, during In- 
gress and Egress, pilots need a large area presented on the 
map, though high resolution for terrain is less important. 
When a pop up threat appears, needs shift: high resolution 
for the area around the threat and possible maneuver paths 
is important, though the total area shown may be reduced. 
CIM reasons through these various needs and asserts pan 
and zoom commands that adjust the map to appropriate pan 

and zoom settings (see Figure 8). 

Pan and Zoom 
CIM also controls the pan and zoom settings of the tactical 
situation (i.e., map) display to ensure presentation of im- 

utter Overview 

While a primary focus of the RPA program is to carry the 
associate architecture into a flight demonstration phase be- 

ginning in July, 1998, extensive full 
mission simulations were carried out 
to help evaluate CDAS behaviors and 
implementation, and to assist in pri- 
oritizing issues for flight demonstra- 
tion. These full-mission simulations 
were conducted at Boeing Mesa in 
February and March, 1998. Below, we 

report the experimental design and 
primary findings with regards to pilot 
acceptance of the CIM II-II design. 
Quantitative performance data are still 
being analyzed and will be the topic 

of a future paper. 

s Behavior Description-- 
._ CIM selects best symbols for 

current tasks 

Removes unnecessary or lower 
priority symbols 

_ Navigation symbols during 
Perform Ingress and Egress, 

- Threat symbology during 
Actions on Contact and Attack. 

* Payoff 
Reduced visual taskload 

Improved situation awareness 

- Improved tactical decision 
making under stress 

Figure 6. Symbol Selection example. 

SIMULATION TEST RESULTS 

The RPA Simulator Evaluation em- 
phasized military mission realism. 
The 4 Crews (8 pilots) trained and 

flew together, as they do in field op- 

erations. Crews were given realistic 

objectives and permitted to make their 
own tactical decisions about how to 
achieve them. Tests were flown in 
Boeing’s full mission simulator and 
included full fidelity RPA cockpits, 
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Automated Pan and Zoom Overview 

* Behavior Description-- 

CIM pans & zooms Tactical 
Situation Display to focus on the 
most important area and tracks for 
current tasks. 

* Example-- 

Wide area scope, primarily ahead Wide scope for Navigation 
for Navigation 

-- High resolution, narrow scope on 
contact area and threats for Actions 
on contact 

* Payoff-- 

Improved Situation Awareness 

Faster task performance 
Reduced visual and motor taskload Auto Pan B Zoom for 

Actions on Contact 

igure 8. Pan and Zoom example. 

dome visuals, extensive passive and active threats, and hu- 
man control of the Tactical Operations Center, friendly ar- 
tillery, and 1 to 3 wingmen. Realistic communications, in- 
cluding change of mission Fragmentary Operations Orders, 
were maintained between these players. Each pilot re- 
ceived an average of 10.8 hours of training in the simulator 

and 13.9 hours of classroom training over a two-week pe- 
riod. 

Each crew flew 14 part-mission test scenarios of 20-50 
minutes duration-7 with the RPA CDAS, and 7 with the 
AMEP alone. The focus of these part-mission scenarios 
was on exercising a particular CDAS or AMEP behavior 
and thus context, objectives and task flow were permitted 
to be somewhat fragmentary or unrealistic. Each crew also 
flew four l-l .5 hour full-mission scenarios-two with the 
AMEP alone and two with CDAS. Full-mission scenarios 

were designed to be highly realistic and crews were given 
free reign to pursue their commander’s objectives via 
whatever methods they thought appropriate. 

The AMEP vs. CDAS conditions were chosen to balance 
the evaluation over a common baseline of advanced auto- 
mation technologies. The only difference between the two 
conditions was the addition of the integrative, associate and 
IUI technologies of the CDAS (cf. Figure 1). All missions 
were balanced for complexity. Crews flew the two AMEP 
or CDAS full missions in sequence and then switched tech- 
nology conditions and flew the remaining two missions 

with the other set of technologies. The sequence was 

counterbalanced to minimize training effects. 

The simulation tests were constructed to include numerous 
examples of the CIM page selection, window location, pan 

& zoom, and symbol selection behaviors in a variety of 
tactical mission contexts. Crew Intent Estimation was im- 

plemented for the Actions on Contact task alone, and CIM 
task allocation behaviors were not implemented in the 

simulation due to time and budget constraints. 

Usefulness Ratings 

Page Selection 

Symbol Selection 

Window Location 

Pan & Zoom* 

1 2 3 4 5 

Not Of Con- 
Of no very Of siderable Extremely 
Use Useful Use Use Useful 

* Pan 8 Zoom questions wee asked as pdot estimates of situabon awareness with CDAS 
pan & zcan capabilities. using anchor tams “Twrible. Pocr, Fair, Good Excellenl’. 

Figure 9. Pilots’ average ratings and ranges for the usefulness of 
the four CIM behaviors. 

Pilot-reported Frequency of Overrides/Corrections 

I 
300 

Page Selection - 1 

4.50 

Symbol Selection 

Window Location 

2.63 

Pan & Zoom 
I 

1 2 3 4 5 
Fre- Now & 

Always quently Then Seldom Never 

Figure 10. Pilots’ average reported perceived frequency of over- 
rides and corrections to the four CIM behaviors. 

To obtain crew acceptance data, a questionnaire was ad- 
ministered after each of the final AMEP and CDAS full- 
mission test trials. All of the questionnaire responses util- 
ized complete verbal anchoring and a linear response scale 
with five equal intervals, in accordance with [3]. The pilots 

were instructed to mark one point anywhere along the lin- 
ear scale from one to five. The criteria value (for satisfac- 
tory CIM behavior) established before the simulation test 
was an average score of 3.5. 

This criterion was met for three of the four CIM behaviors 
tested directly. The average and range of pilots’ ratings of 

the behaviors, is presented in Figures 9. In general, pilots 
found the CIM behaviors to be ‘Of Use’ or ‘Of Consider- 

able Use.’ Figure 10 presents pilots’ perceptions of the 
frequency with which they overrode or corrected CIM’s 

actions. The average over the CIM behaviors fell between 
‘Seldom’ and ‘Now and Then’ with symbol selection capa- 
bilities performing notably better. 
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With regards to the less observable Crew Intent Estimation 
behavior, pilots believed it was fairly accurate at recogniz- 

ing crew intent to perform AOC (average rating 4.15 
z ‘Frequently’ triggered when crew intent or mission con- 
text made it appropriate). But this came at the cost of false 
positives (average rating 2.40 = CDAS ‘Seldom’ or ‘Now 
and Then’ triggered AOC when pilot intended to continue 
past threats). In spite of these perceived occasional inaccu- 
racies, and in spite of some pilot complaints about inade- 
quate training in their use, most pilots found the inclusion 

of the LED Task Awareness display ‘Of Considerable 
Use,’ as shown in Table 1. 

Table 1. Perceived useful- 
ness of the LED Task 
Awareness Display (where 
4.0=‘0f Considerable Use’ 
and 50=‘Extremely Useful’. 

Figure 11 shows pilot ratings 
of CIM as a whole. CIM 
was seen as ‘Frequently’ 
providing the right informa- 
tion at the right time and, of 
critical importance to our 
subjects, was seen as almost 
always predictable in its be- 

haviors. 

Finally, while CIM cannot 
claim credit for all of the 

Mission Task 44 

Pilot Task 43 

Copilot Task 4.3 

Associate Task 4.0 

benefits provided by CDAS, it is difficult for both pilots 
and experimenters to parcel out some of these benefits. 
Table 2 presents a comparison of pilot ratings of their ef- 
fectiveness over four high-level mission tasks with CDAS 
versus with the AMEP alone. On the average, pilots found 
themselves to be more than half a point more effective 
(12.5% of the scale length) with CDAS than without. 

CDAS also produced overall benefits relative to AMEP in 
one other critical 

Table 2. Perceived effectiveness in dif- 
ferent mission tasks with CDAS and 

area. Using TLX 

AMEP alone (where 3.0= ‘Fair’, measures of sub- 
4,0=‘Good’ and !%O=‘Excellent’. jective workload 

collected at the 

Lone Ikxxmnalssance 1 

Area Reconnaissance 1 trial. nerceived 

conditions than for CDAS conditions (57 points versus 46 
points). This difference was significant in an Analysis of 
Variance [F(1,6)=11.524, pc.051. There were no signifi- 

cant differences between pilots and copilots and the inter- 
action effects were not significant. 

Furthermore, separate ANOVAs were conducted for each 

of the six TLX subscale ratings to determine CDAS’ con- 
tributions to overall workload reduction. As can be seen in 

Table 3, the reduced workload for the CDAS configuration 
is apparent in the mental, physical, and temporal demand 
and effort subscales. There is also a marginal finding for 
the frustration subscale (p>.O7). Means in all cases indicate 

Overall Ratings of CIM Performance 

Right Information 

Right Time 

Predtctable ! 
I I I I I I I I I 
1 2 3 4 5 

Now 8 Fre- 
Never Seldom Then quently Always 

Figure 11. Pilots’ average overall ratings of the CIM. 

that CDAS provides a workload benefit to the pilot. Ex- 
amination of the perceived performance ratings, however, 
shows no effect of technology. This may indicate that pi- 

lots use a different subjective criteria in rating their own 
performance, possibly judging it based on how well they 
felt they should have done in the given context, which 
would include the cockpit configuration. 

CONCLUSIONS 
Although we will have a more complete picture when the 
objective performance data have been evaluated, the sub- 
jective pilot responses described above suggest that the 
CIM behaviors we identified and implemented are gener- 
ally meeting mission expectations, contributing to ,per- 
ceived pilot effectiveness, reducing workload and are 
gaining pilot acceptance. It is worth noting that perfection 
in aiding and tracking pilot intent is not a prerequisite to 
the levels of acceptance we have gained. Pilots rated the 
CIM behaviors ‘of considerable use’ and said that CIM 
‘frequently’ provided the right information at the right time 
in spite of perceived false positives and ‘now and then’ 
having to override or correct CIM’s behaviors. High de- 
grees of predictability and the addition of a highly regarded 
(if simple) Task Awareness and Crew Coordination Dis- 

play may have contributed to pilots’ willingness to tolerate 
these occasional ‘mistakes’ on CIM’s part. 

Table 3. Analysis of the TLX subjective workload subscale rat- 
ings. 

Physical Demand 54.48 40.3 1 12.042* 

Temporal Demand 62.08 45.73 14.061* 
* 

Perceived Performance 35.00 42.08 2.429 

Effort 62.60 48.54 20.470* 
* 

Frustration 52.81 45.63 4.961 

*pc.o5 ** PC.01 
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Areas for CIM improvement identified during this evalua- 
tion, include: (1) more predictable and accurate CIM win- 
dow locations, (2) finer CIM control of the digital map pan 
and zoom selections, and (3) improved inhibits and/or im- 
proved intent discriminability on the AOC CIM behaviors 
when performing a deliberate attack. These modifications 
are being made for the RPA Flight Demonstration. 

As a final indication of pilot acceptance of the CIM be- 
haviors, when conducting the full-mission simulations us- 
ing CDAS, pilots were given the option of turning off any 
or all of the CIM behaviors via a TAILOR page available 
both before and throughout the trials. Nevertheless, all 
eight pilots chose to leave all CIM behaviors turned on 
throughout their full mission trials-a sign of trust in, and 
perceived benefit from, CIM’s management of the displays 
in response to the changing mission context. 

The RPA CIM is producing a range of reliable, predictable, 
useful cockpit interface management behaviors. The fact 
that pilots rank CIM behaviors highly and choose to use 
them is an indicator, albeit preliminary, that CIM’s IUI 
functions will be useful and will contribute to mission per- 
formance. As the RPA program moves through its flight 
demonstration in 1998, CIM behaviors will continue to be 
refined and evaluated, but these results give us reason to 
believe that they will be one of the core benefits provided 
by the RPA Cognitive Decision Aiding System as a whole. 
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