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ABSTRACT
This paper describes a method for robustly detecting and ef-
ficiently recognizing daily human behavior in the real world.
The proposed method involves real-world sensorization us-
ing ultrasonic tags to robustly observe behavior, real-world
virtualization to create a virtual environment by modeling
real objects using a stereovision system, and virtual sen-
sorization of virtualized objects in order to quickly regis-
ter the handling of objects in the real world and efficiently
recognizing specific human behavior. A behavior-to-speech
system created based on this recognition method is also pre-
sented as a new application of this technology.

Categories and Subject Descriptors
H.4 [Information Systems Applications]: Miscellaneous

General Terms
Measurement

Keywords
Human Behavior Detection, Ubiquitous Computing, Dis-
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1. INTRODUCTION
The observation of human behavior in the real world makes

it possible to input personal information into a computer
system without conscious operation of an interface. Human-
centered applications based on implicit input of human in-
formation require the facility to observe and recognize be-
havior as a basis. This paper describes a system that realizes
this function, robustly and efficiently detecting daily human
behavior in the real world, and presents a behavior-to-speech
system as a new application based of this technology.

The realization and utilization of a function for recogniz-
ing human behavior in the real world requires robust obser-
vation of a human behavior pattern and efficient recognition
of the meaning of that behavior from the observed pattern.
Without solving the first problem, the behavior pattern to
be analyzed cannot be obtained. Without tackling the sec-
ond problem, guaranteeing a solution to the equation within
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the time frame demanded by the application is impossible.
This paper describes a method for solving these two prob-
lems.

The robust observation of human behavior is achieved
here by sensorizing objects in the real world using a spe-
cial ultrasonic tag. The authors have already developed an
ultrasonic tagging system that can locate objects in three-
dimensional (3D) space. The ultrasonic tagging system is
superior to other location techniques such as visual, tactile,
and magnetic systems in terms of both cost and robustness
against environmental noise.

The efficient recognition of target behavior is provided by
a virtual object model in which target objects are virtually
sensorized. The creation of a virtual environment, extract-
ing the essential features of the real world, is important in
order to eliminate unnecessary processes while maintaining
the association with target phenomena in the real world.
The proposed method allows a user to quickly register the
target behavior to be recognized interactively using a com-
puter. Based on this new recognition technique, a behavior-
to-speech system is also presented here as an example of
potential applications.

2. SENSORIZATION FOR ROBUST
DETECTION OF HUMAN BEHAVIOR

The authors have previously developed an ultrasonic tag-
ging system for tracking objects in 3D space. The sys-
tem consists of an ultrasonic receiver, ultrasonic transmit-
ter, time-of-flight measurement device, network, and per-
sonal computer. The ultrasonic receiver receives ultrasonic
pulses emitted from the ultrasonic transmitter and amplifies
the received signal. The time-of-flight measurement func-
tion records the travel time of the signal from transmission
to reception, and the network synchronizes the system and
collects the time-of-flight data from the ultrasonic receiver.
The positions of objects are calculated based on three or
more time-of-flight results. The sampling frequency of the
proposed system is 50 Hz, and this sampling frequency can
be maintained with four or fewer target transmitters [2].

Figure 1 shows a photograph of various types of ultra-
sonic transmitters; a tiny version, small version, and tag
with a small long-life battery. The ultrasonic tagging sys-
tem calculates the 3D position of an object by trilateration
using three distance measurements. The system can per-
form multilateration by either a least-squares method using
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redundant distance data, or by robust random sample con-
sensus (RANSAC) estimation [1]. The authors have con-
firmed that the system can track objects more robustly by
the RANSAC approach when a human handles the objects.
Figure 2 shows an example of the measured trajectory of a
cup when a person moves the cup to a chair, the floor, and
finally a desk. The figure demonstrates that the system can
robustly track the positions of objects in most places of the
room regardless of obstruction by a hand or body.

Tiny type 

(12x12x20mm)

Small type

(28x20x17mm)
Long life 

battery type

(65x44x20mm)

Tag

Figure 1: Ultrasonic 3D tag and sensorized environ-
ment

chair
cup

trash

cell phone

documents

stapler

Figure 2: Robust detection of human behavior

3. VIRTUAL SENSORIZATION FOR QUICK
REGISTRATION AN DEFFICIENT
RECOGNITION OF HUMAN BEHAVIOR

3.1 Virtual Sensorization
The virtualization of real objects efficiently extracts the

essential geometric features of real objects by simplifying the
3D shape of the real objects. The 3D shape simplification
is performed using a stereoscopic camera and ultrasonic 3D
tags (see Fig. 3) via interactive software. The software ab-
stracts the shapes of objects in the real world as simple 3D
shape such as lines, circles, or polygons.

The virtual sensorization of virtualized objects allows the
essential physical phenomena to be extracted for the tar-
get object. In order to describe the real-world events when
a person handles an object, the software abstracts the in-
teractions among objects as simplified phenomena such as
touch, release, or rotation. The software adopts the concept

of virtual sensors and effectors to allow the user to define
the function of the objects easily by mouse operations.

3.2 Real object virtualization (Step A)
Step A in Figure 4 shows examples of simplified 3D shape

models of objects such as a tissue, a cup, a desk and a sta-
pler. The cup is expressed as a circle and the desk as a rect-
angle. The simplification is performed using a stereoscopic
camera with ultrasonic 3D tags, referred to as an UltraV-
ision module, and photo-modeling software. The multiple
ultrasonic 3D tags associated with the camera allows the
system to track the position and attitude of the camera.
Therefore, it is possible to move the camera freely when the
user creates simplified 3D shape models while the system
integrates the created 3D shape models into the world coor-
dinate system.

Since the created 3D shape models are simplified, the sys-
tem does not need complex processing for detecting interac-
tion among the objects. This simplification makes it possible
to efficiently describing the real-world phenomena.

Chair

Chair

ChairTable

Desk
TV

Chair

Stapler

Cup

Ultrasonic 3D tag

Stereoscopic camera

Virtualized objects

Objects in real world

UltraVision

Figure 3: UltraVision module for virtualizing ob-
jects and example of virtualized objects

3.3 Virtual sensorization of virtualized objects
(Step B)

The software creates the model of an object’s motion by
attaching virtual sensors and effectors provided by the soft-
ware to the 3D shape model created in step A. The cur-
rent system has an angle sensor for detecting rotation, a
bar effector to represent touch, and a touch sensor to detect
touch. Using this software based on the concept of attach-
ing the virtual sensors and effectors, the user can quickly
create software for detecting the interactions among objects
without any programming.

3.4 Associating virtual object sensirs with
human behavior events (Step C)

Human behavior can be described by the output of the
virtual sensors created in Step B. By creating a table de-
scribing the relationship between the output of the virtual
sensors and the target events, the system can output sym-
bolic information such as ”put a cup on the desk” when
the states of the virtual sensors change. The output can
be used for collecting symbolic data of human behavior for
various purposes, for example, analyzing human behavior,
and developing application based on the human behavior.
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Figure 4: Configuration of behavior-to-speech system

3.5 Real-time detection and recognition of
human behavior event (Step D)

By inputting the position data of ultrasonic tags into the
software, the software can detect the target events using the
virtual sensors and the table defined in Steps A to C as
shown in Fig. 4. Since the ultrasonic tag described in Sec-
tion 2 can robustly track the objects and the virtual sensor
created through Step A to C can efficiently recognize the
target behavior, the whole system can robustly detect and
efficiently recognize daily human behavior in the real world.

4. APPLICATION TO
BEHAVIOR-TO-SPEECH

The behavior-to-speech system was created to allow ”arn-
ing by doing” the real world as an application of the func-
tions of real-world sensorization, real-world virtualization,
and virtual sensorization of virtualized objects. The main
target of the behavior-to-speech system is to assist a learner
of a second language. The configuration of the constructed
system is shown in Fig. 4. The system consists of the ultra-
sonic tagging system for real-world sensorization, the stereo-
scopic camera with ultrasonic tags (UltraVision) for real-
world virtualization and virtual sensorization of virtualized
objects, and a text-to-speech server computer for pronounc-
ing the created sentences.

5. CONCLUSION
This paper proposed a method for robustly detecting and

efficiently recognizing daily human behavior in the real world.

The proposed method involves real-world sensorization to
robustly observe behavior, real-world virtualization to sim-
plify the real-world phenomena, and virtual sensorization of
virtualized objects to quickly register the handling of ob-
jects in the real world. This paper described a system for
implementing the proposed method using a ultrasonic tag-
ging system which is a kind of 3D location sensor, and a
stereovision system. This paper also presented a behavior-
to-speech system created based on the proposed method.
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