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ABSTRACT
In this paper, we propose a semantic-meaningful approach
for region-based image retrieval in image database. Our
retrieval system is based on wavelet transform for its de-
composition property similarity with human visual process-
ing. At first, with the fact that semantic region segmen-
tation desires low frequency resolution, pixel clustering al-
gorithm is applied for image partition in the Low-Low(LL)
frequency subband of image wavelet transform . Secondly,
with the fact that accurate region identification desires high
frequency resolution, the feature vector of segmented region
is hierarchically extracted from all the wavelet frequency
subbands. Finally, in the distance function for region match-
ing, the weights for feature components of the feature vector
are tuned semantically. The experiment results demonstrate
that our image retrieval system improves retrieval accuracy,
robustness significantly in general-purpose image library.

Categories and Subject Descriptors
H.3.3 [Information Search and Retrieval]: clustering.

General Terms
Algorithm, Human Factors.

Keywords
Content-based image retrieval, semantic image segmenta-
tion, hierarchical feature vector, wavelet transform.

1. INTRODUCTION
Efficient automatic image retrieval system must make good

use of the semantic content of image[1, 2]. Image regions
that correspond to meaningful objects are the basic elements
in the image to carry semantic information. So semantic seg-
mentation of the image content and concise representation of
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the essence of the data are crucial steps for image retrieval
and lead to the proliferation of a number of region-based
image retrieval techniques in the literature [3, 4, 5, 6, 7, 8].

Wavelet transform plays a wide role in image processing
and computer graphics because its subband and multiresolu-
tion decomposition are extremely adapted in description of
image feature[9]. With proper level wavelet decomposition
of the original image, the Low-Low(LL) frequency subband
preserves image basic content and the other high frequency
subbands are added details of image that characterize image
variations in different directions.

Based on upon wavelet decomposition property, in this
paper, a novel region-based image retrieval algorithm using
wavelet transform is proposed. We try to analogize human
visual processing system, in which human separates percep-
tual interest regions mainly through low frequency infor-
mation of the image and recognizes them with the com-
plement of high frequency information[10]. Semantic image
segmentation is done in the Low-Low(LL) frequency sub-
band which shows desired low frequency resolution of the
original image, and region feature vector is hierarchically
extracted from all the wavelet subbands which depict differ-
ent spatial-frequency resolution of image content. In our in-
dexing system, the boundaries between regions are deleted,
which can make the description of region content more ac-
curately and improve the robustness of region-based image
retrieval system against uncertainty of segmentation. The
advantages of the region-based image retrieval approach are
highlighted in pixel, region, and image levels as the follow-
ing:

In pixel level, clustering algorithm is applied to the wavelet
coefficients in Low-Low(LL) subband. Using LL subband
for data simplification is more effective than blocking or
color quantization of the original image in other previous
methods, which reduces the amount of raw pixel data natu-
rally while preserving the information needed for the image
understanding task effectively.

In region level, in contrast to describing region content
using one dominant feature vector that is obtained by sub-
merging the feature set, the region feature vector is ex-
tracted hierarchically from all the subband in the wavelet do-
main, in which each feature component is a certain spatial-
frequency resolution for region content.

In image level, compared with some existing retrieval sys-
tems in which weight adjustment between separated color
and texture feature components in distance function are im-
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Figure 1: Image segmentation in the LL sub-
band.(1)Image wavelet transform in the original im-
age. (2)Clustering algorithm applied in the LL sub-
band. (3)The localization of boundaries between
objects. (4)The boundary deletion(marked by red
lines)

plemented complexly and difficultly , our system tunes the
weight values more semantically and flexibly because in our
region feature vector, each component is a combined color
and texture feature for region content.

In section 2, we explain how to effectively segment image
into regions in pixel level. We propose how to extract hier-
archical representative region feature vector in region level
in section 3. Section 4 introduces region similarity measure-
ment in image level. The experiment results are discussed
in section 5, and the last is conclusion.

2. SEMANTIC-MEANINGFUL IMAGE SEG-
MENTATION WITHOUT BOUNDARY

In this section, image segmentation conducted in the LL
subband is described. The semantic-meaningful process is
illustrated using the fig.1. In step 1, according to our experi-
mental experience, the wavelet transform is applied to image
by 3 levels for desired division between basic image content
and complement details. Secondly the clustering algorithm
is applied in the LL subband. At last then the boundaries
between the segmented regions are localized and deleted.

In this paper the K-means clustering algorithm [11] is ap-
plied in the LL subband for image segmentation. To reflect
color and proper texture information, six features are used
for clustering . Three features are three color components of
each wavelet coefficient in the LL subband. In this paper,
the HSV color space is chosen for its perceptual uniformity.
To obtain the other three, first for each point in the LL
subband, its corresponding points in the same spatial loca-
tion at the neighboring HL3, LH3, HH3 subbands(referring
to fig.3) are localized, and then the H color components of
them are taken as the rest three features of the clustered fea-
ture vector. The motivation for using these three features
is their reflection of texture properties in high frequency to
some extent, which is presented in [12].

The cluster number K is critical for the semantic effec-
tiveness of image segmentation. Suppose the set {µi, i = 1,
· · · , Q } of Q points is to be clustered into K clusters with
centers {µ̂j ,j = 1,· · · , K}. In this paper, we iterate K be-
tween minimum cluster number K=2 and maximum cluster
number K=12. We do not apply the clustering algorithm

a cb

Figure 2: One image segmentation result using the
K-means algorithm in the LL subband. Fig.a is orig-
inal image, fig.b and c are segmentation results in
the LL subband. For view conveniently, we enlarge
the result. In fig.b, the K=4, and in fig.c, the opti-
mal K=3 obtained by the equation 1.

to the perceptually homogeneous images, that is, K=1. In
our image retrieval system, one image is considered as uni-
form pattern if mean square deviation of H color values in
the whole image is smaller than a threshold. In this paper
it is set to 0.08. The maximum value K=12 shows that
the image is assumed to have less than 12 different objects.
Usually, for the practical images, the image segmentation
produces much less number of objects. The maximum clus-
ter number is rarely met. The ”optimal” K is determined if
it minimizes the Cluster Dispensation Value (CDV ) defined
as:

CDV =
1

K

K�

j=1

RCj ·
�

µi∈Cj

D(µi, µ̂j) (1)

Where D(µi, µ̂j) is the Euclidean distance between µi and
the center µ̂j of the j − th cluster Cj . RCj is the smallest
rectangular area surrounding the cluster Cj . We can see that
too clumped or too scattered region segmentation would all
make the CDV value large in equation 1. In figure.2 we give
one image segmentation example, which shows the result
of the K-means algorithm applied to the LL subband. In
fig.2.c, K=3 is the optimal cluster number according to the
equation 1. Compared with this, in fig.2.b where K=4, the
computed CDV value is larger, and we can also observe
that the result of pixel clustering is a little scattered. With
minimized CDV value, more semantic-meaningful clusters
can be obtained.

Semantically precise image segmentation still keeps a dif-
ficult problem now for creating an artificial algorithm whose
performance is close to the human visual system. Human
can identify distinct objects in an image and give meaning-
ful assignment of the pixel points in the image. Although
those pixel points cannot be assigned unambiguously to ob-
jects, human visual recognition system always performs well.
Based on above observation, in this paper, the boundary
points between segmented regions are first localized in the
clustered LL subband, and then those boundary points with
their 3×3 neighborhood are deleted. The advantage of delet-
ing ambiguous information of boundary in the image is that
it can improve the robustness of the image retrieval system
against segmentation-related uncertainty. Furthermore, the
feature vector of segmented region can be extracted more
exactly without including those boundary points.
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3. THE EXTRACTION OF HIERARCHICAL
FEATURE VECTOR OF REGION

Compared with region segmentation that prefers low fre-
quency resolution, for region identification, high frequency
resolution is desired because it includes finer visual features.
For describing region content more exactly, it is necessary
to combine the information in all the different frequency
subbands.

Referring to figure.3 and 4.b, for one segmented region
LLRi in the LL subband, we first find its corresponding re-
gions in the same spatial location at the LH3,HL3,HH3 sub-
bands. Then utilizing spatial orientation tree structure[13,
14] described in figure 3, we localize their corresponding re-
gions at the other high frequency subbands. As a result,
referring to fig.4, for one semantic region Ri in the original
image, all its corresponding sub-regions in the wavelet do-
main are achieved. Due to the wavelet decomposition prop-
erty, all the sub-regions in the wavelet domain are different
spatial-frequency resolution of region Ri in the original im-
age. We can expect that combination of color and texture
features of these sub-regions will describe Ri content more
semantically.

In general, wavelet coefficients obtained by decomposing
an image are not invariant with respect to translation, rota-
tion and scaling of the image. In our method, we utilize the
energy of wavelet coefficients to define region feature vector.
The energies of wavelet coefficients in the high frequency
subbands have proven effective for discerning texture in [12].
For every sub-region in the wavelet domain, its weighted sum
of local energy in three color channels is computed, which
is invariant with respect to image translation or rotation.
Such weighted sum of local energy in three color channels
can be expected to reflect the color-texture feature of this
sub-region and regarded as one feature component which is
ordered in the arrow scan direction shown in fig.4.b in our
region feature vector. The local energy Ep of one sub-region
is calculated from its three color local energy components,
EpH , EpS , EpV :

Ep = wH · EpH + wS · EpS + wV · EpV , p = 1, 2, · · ·P (2)

Where P is the total number of subbands with the wavelet
decomposition level L, P = 3 · L + 1. It also means that
the region feature vector in our approach is P -dimensional.
Since L is equal to 3 in this paper(mentioned in section
2), the region feature vector in our indexing algorithm is
10-dimensional. For three color components H , S, V , the
hue shows more importance than the saturation and the
value for human visual perception[15]. This can be achieved
by setting the weight for the hue channel to a higher value
than the other weights. In this paper, the weight proportion
1 : 2 : 1(wH : wS : wV ) set in equation 2 emphasizes the
importance of the hue.

The EpH is calculated in equation 3. The EpS and the
EpV are also defined as the similar ways.

EpH =
�

m,n∈S

(CH
m,n)2 · K(2−l(m0 − m),2−l(n0 − n)) (3)

Here, CH
m,n is the H color component of wavelet coeffi-

cient Cm,n in wavelet domain. S indicate the sub-region
in wavelet subband. l indicates which decomposition level

LL
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Figure 3: Spatial orientation tree in wavelet domain:
for instance, a wavelet coefficient Cm,n and all its de-
scendents are shown in the colored parts. The ar-
row points from the subband of the parents to the
subband of the children. In this figure, also shown
is that for each point in the LL subband, its corre-
sponding points in the similar spatial location at the
HL3, LH3, HH3 subbands are localized.

the sub-region is in. K is smoothing filters and experience
has shown that the Gaussian filter is the desired choice [16].
m0, n0 denote the sub-region center. [16] also indicates that
squaring in combination with a logarithmic nonlinearity nor-
malizing is the best combination for the nonlinearity to de-
scribe texture feature. At last we obtain the representative
region feature vector FV Ri for one semantic region Ri in
the original image as:

FV Ri = (fv
Ri
1 , fv

Ri
2 , · · · , fv

Ri
P )

= (log E1, log E2, · · · , log EP ) (4)

Our region feature vector definition has two advantages
compared with other previous methods. First, such region
feature vector can characterize the region content more ex-
actly because it combines all spatial-frequency information
of the region Ri, different from the previous methods that
lost much semantic information during the submerging pro-
cess that transfers the feature set of the region to one single
feature vector. Secondly, the feature components in the re-
gion feature vector can be tuned semantically and effectively
when doing region matching in the next section because they
are consistent color-texture feature in wavelet domain.

4. REGION-BASED IMAGE SIMILARITY
COMPARISON

The region matching is often measured using the distance
function. When computing the distance between two region
feature vectors, the proper weight adjustment for feature
components in the feature vectors is important for region
similarity measurement. We observe that, in some existing
image retrieval systems, because each component in the re-
gion feature vector is a separated feature, for example, in a
6-dimensional region feature vector, the former three com-
ponents may be three color values and the latter three may
be texture features respectively, it is difficult to determine
exactly how much more important one component is than
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Figure 4: The illustration for the generation of hierarchical region feature vector. The feature vector of one
region Ri in the original image is described using all sub-regions of region Ri in the wavelet domain. For
each sub-region in the wavelet domain, its weighted sum of local energy in three color channels is computed
as one color-texture feature component in region feature vector. At last all these feature components are
ordered as the arrow scan direction and constituted as one region feature vector

Table 1: The weights used in the distance function
wLL : 2 wHL3 : 1 wLH3 : 1 wHH3 : 1 wHL2 : 1 wLH2 : 1 wHH2 : 1 wHL1 : 1 wLH1 : 1 wHH1 : 1

W3 : 3 W2 : 3 W1 : 1

another.

Dis(Ri, Rj) = W3[wLL(fvRi
1 − fv

Rj

1 )2 +

wHL3(fvRi
2 − fv

Rj

2 )2 +

wLH3(fvRi
3 − fv

Rj

3 )2 +

wHH3(fvRi
4 − fv

Rj

4 )2] +

W2[wHL2(fvRi
5 − fv

Rj

5 )2 +

wLH2(fvRi
6 − fv

Rj

6 )2 +

wHH2(fv
Ri
7 − fv

Rj

7 )2] +

W1[wHL1(fvRi
8 − fv

Rj

8 )2 +

wLH1(fvRi
9 − fv

Rj

9 )2 +

wHH1(fvRi
10 − fv

Rj

10 )2] (5)

In our image retrieval system, each feature component
in region feature vector is a consistent color-texture feature
presented by wavelet coefficients that characterize the re-
gion content in certain spatial-frequency resolution, there-
fore, the weight values in the distance function can be tuned
more semantically and uniformly.

The distance function between two semantic regions Ri,Rj

in this paper is defined as equation 5.
In this paper, referring to fig.3 and fig.4.b, 10-dimensional

region feature vector fv1, fv2, · · · , fv10 respectively corre-
spond to the feature components in the LL,HL3,LH3,HH3(in
the third wavelet decomposition level), HL2,LH2,HH2(in
the second decomposition level) and HL1,LH1,HH1 (in the
first decomposition level) subbands. In [10], we have known
that even if given unlimited viewing time, human will not
scan all areas of a scene, but will instead attend to several
perceptual interest regions which continually attract human

attention. With this visual suggestion and wavelet trans-
form property, those feature components in the second and
the third wavelet decomposition levels will be given more
importance than those in the first level, and the weight for
the component in the LL subband will be set larger than
the others. The intuition of such weight adjustment is that
the main color and texture information of visual significant
objects in image is focused on the relatively low frequency
subbands. The weight proportion in our implementation is
shown in table 1.

Having defined region matching method, we now need to
measure the image similarity between two images (for ex-
ample, the query image Q and one image I in the database)
in our image indexing system. First, for each region Ri′
in image Q, we calculate the distance between it and all
the regions in image I . Next, the overall image similarity is
measured as a variation of the sum of the similarity between
region pairs, which is defined in equation 6.

Sim(Q, I) =
�

i′∈Q,j′∈I

λi′ ,j′ · e−Dis(Ri′ ,Rj′ ) (6)

Here λi′ ,j′ is significance value, we consider the effect of
region size for the image similarity measurement. The λi′,j′
for one region pair Ri′ in query image Q and Rj′ in image
I in the database is defined in equation 7.

λi′ ,j′ =
size(Ri′) + size(Rj′)

size(Q) + size(I)
· size(Ri′)/size(Q)

size(Rj′)/size(I)
(7)

Here, size is defined as the number of pixels inside the
region. The first item takes into account the relative size
of the regions with respect to the images they belong to,
and the second item takes into account the similarity of size
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Table 2: Precision-recall comparison result between image retrieval without boundary and image retrieval
with boundary methods. For each semantic category, we do 10 queries in the database and then take the
average precision of 10 queries as retrieval precision

Retrieval precision for six semantic image categories(%): the number in the left means precision for
method A, and the right one indicates the result for method B

The number of retrieved
Bus Africa people Buildings Elephant Flower Mountains

image number and villages and glaciers
15 94.1/93.2 82.9/83.1 91.1/90.6 96/94.2 91.6/90.5 89.2/88
25 87.8/87 70.3/71.4 84.3/83.7 91.8/89.2 89.9/88.7 78.5/75.6
35 81.5/78.8 60.5/60.8 75.3/71.7 87.5/84.3 76.8/74.2 64.5/63.6
50 75/70.5 59.2/59 70.4/65.7 79.4/77.3 62.3/60.8 59.2/58.1

between two regions.
Then for the query image, the image indexing system mea-

sures the image similarity between it and each image in the
database, at last sorts the images in descending order by the
similarity values.

5. EXPERIMENT
Our image retrieval system is a query by example system.

The user do image indexing by giving an example image
and retrieve the top N images which are most similar to
the query image in the image database. The experimental
database includes 10,000 general-purpose photography color
images with size 384× 256 or 256× 384, which are gathered
from the COREL image resource. The proposed approach
is implemented on PC with Pentium4/Windows2000, RAM
512M.

The first experiment is conducted to verify the effective-
ness of deleting ambiguous boundary points in our image re-
trieval system. Two methods are compared. In both meth-
ods the image is segmented into regions in the LL subband
and region feature vectors are extracted from all the fre-
quency subbands. The difference is that method A detects
boundary points and deletes them, but method B keeps the
boundary.

A small sub-database consisting of 300 images of 6 se-
mantic categories is considered in the first experiment, in
which each category includes 50 images. We perform total
60 queries (10 queries for each semantic category) in the
database to examine precision-recall. A retrieved image is
regarded as a match if it belongs to the same category as the
query image. For six semantic image categories, retrieval ac-
curacy is computed as the percentage of matched images in
the top 15, 25, 35, 50 retrieved images. We take the average
value of 10 queries as retrieval accuracy for each category.

Table 2 summarizes the results. We can see that for most
image categories method A improves the image retrieval re-
sult apparently by eliminating the ambiguous semantic in-
terference of the boundaries. In the case of retrieving 50
images, the average retrieval accuracy of total 60 queries of
method A is 2.4% higher than that of method B. For the
image showing complex semantic content(e.g., Africa where
too much details exist), both methods have the similar per-
formance or even ”image retrieval with edge” method per-
forms slightly better. The possible reason is that some useful
semantic information is also deleted when doing boundary
deletion in complex semantic image. However, in all, by

deleting boundaries, the retrieval precision can be improved.
In the second experiment, we want to proof that the in-

formation in high frequency subbands is crucial for captur-
ing the region semantic information. Here we compare our
image indexing system with the WBIIS (Wavelet-Based Im-
age Indexing and Searching) system[17]. In the WBIIS, the
image is first decomposed by a 4-level wavelet transform,
then those wavelet coefficients in the four lowest frequency
subbands(LL,HL4 ,LH4,HH4) are stored as the feature vec-
tor for the image content description.

In order to provide numerical evaluation results, we test
90 images from 9 categories, each containing 10 of the images
and use them as queries. Image categories are shown in table
3. Image matching is performed on the whole database of
10, 000 images.

For each individual class, the retrieval accuracy is the av-
erage of matched images in the first 100 retrieved images,
which is shown in figure.5. The numbers in x-axis corre-
spond to the image categories in table 3.

In fig.5, we can see that since WBIIS utilizes the wavelet
coefficients in low frequency subbands to generate the fea-
ture vector, for some relatively smooth images classes(e.g.,
weather, mountain ), both the WBIIS and our method per-
form the image retrieval equally well. However, for the im-
age categories with details crucial to semantics(e.g., flower,
food which have fine details), our image indexing method
outperforms WBIIS significantly. This is due to the fact
that in WBIIS system much useful information in high fre-
quency subbands that means important perceptual details
is discarded, in our image retrieval system, a hierarchical re-
gion feature vector extracted from all the wavelet frequency
subbands can capture finer image features.

We give one image retrieval comparison result in fig.6 and
fig.7. For the limitation of space, we only show the top 12
retrieved images. The larger image ”meat” on the left is the
query image. In fig.6, we can see that except the fifth, eighth
and eleventh images, the rest images are all in the same
category ”food” with the query image, especially, the first,
fourth, sixth, ninth, tenth, twelfth images are perceptually
similar to the query. But in fig.7, only four images are food.
Irrelevant image retrieval in the WBIIS system is due to the
lack of semantic detail information of ”meat” in the feature
vector used in the WBIIS.

In the third experiment, we evaluate the performance of
the proposed region-based image retrieval approach through
comparing it with a typical region-based indexing method-
SIMPLIcity(Semantic-Sensitive Integrated Matching for Pic-

126



Table 3: Image categories in the second experiment

Image ID Image Category
1 Flower
2 Elephant
3 Eagle
4 Food
5 Weather
6 Mountain and glaciers
7 Autumn
8 Africa people and village
9 Sports events

Figure 5: Image retrieval comparison between
WBIIS and our image indexing system.The num-
bers in x-axis correspond to the image categories
in table 3, the retrieval accuracy is the average of
matched images in the first 100 retrieved images

ture LIbraries)[4]. SIMPLIcity system does image segmen-
tation in the original image after sub-sampling, then de-
scribes region content using 6-dimensional region feature
vector (three for color and three for texture), which is the
average value of the feature vector set in the region, at last
gives one effective image similarity measurement method
which incorporate the properties of all the segmented re-
gions in the images.

For fair comparison, our experiment uses the same im-
age database and precision computation method as those in
SIMPLIcity. The image database is a subset of the COREL
database, formed by 10 image categories, each consisting
100 images. Within this database, each image only belongs
to one certain semantic category.

Every image in this database was tested as a query and
the retrieval precision is calculated as the average percent-
age of images from the same category as the query image
that are retrieved in the first 100 images. The performance
comparison result is shown in table 4.

We can see that our system has demonstrated much im-
proved retrieval accuracy over the SIMPLIcity in most se-
mantic categories. For example, for the ”Bus” query, in our
system the retrieval rate is about 62%, but in SIMPLIcity

Figure 6: Retrieval result in our image indexing sys-
tem, the larger image ”meat” on the left is the query
image. For the limitation of space, only the top 12
retrieved images are shown.

Figure 7: Retrieval result in WBIIS indexing system

it is only 36%. This means our system can retrieve more 26
”Bus” images in the first 100 retrieved images than the SIM-
PLIcity does. This is because that our method can segment
image more effectively in the LL subband, describe the re-
gion content more exactly using the hierarchical feature vec-
tor and do more semantic-meaningful weight adjustment in
the matching distance function. We can also notice that for
Africa and Beach image categories, our method does a little
worse performance than IRM. We notice that most images
in these two classes do not have clear semantic objects but
just include many excessively small regions.

It is also verified that our approach is robust to the view-
point changes. In figure 8 and 9, we represent two query
images and their retrieval results from the 10, 000 image
database. It is shown that our system can retrieve images
in which an identical object is located with various trans-
lations, referring to fig 8, and even an identical object is
located in different kinds of backgrounds, referring to fig 9.

The robustness can be verified from the region feature vec-
tor in our retrieval system, which is obtained based on the
local energy in the wavelet subbands. The problem caused
by the sensitivity of wavelet coefficients on image transla-
tions can be alleviated in our system.

6. CONCLUSION
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Table 4: The comparison of average precision for
each image category between our approach and
IRM. Every image in the database was tested as
a query and the retrieval precision is calculated as
the average percentage of images from the same cat-
egory as the query image that are retrieved in the
first 100 images.

Category Average retrieval Average retrieval
precision in IRM precision in our method

Building 0.33 0.370
Buses 0.363 0.622

Dinosaurs 0.981 0.990
Elephant 0.400 0.435
Flowers 0.402 0.800
Horses 0.719 0.764

Moutains 0.342 0.387
Food 0.340 0.641
Africa 0.475 0.401
Beach 0.325 0.300

A novel region-based image retrieval approach using wavelet
transform is presented in this paper. The main advantages
of our method are summarized as:

1. Region segmentation is conducted in LL subband, which
not only significantly lower the computation cost but
also makes image segmentation more semantically.

2. Region feature vectors are represented hierarchically
using all subbands in wavelet domain in three-color
channels. It can describe the region color-texture con-
tent more exactly.

3. Because each feature component in the region feature
vector is a combined color and texture feature for re-
gion content, our method tunes the weight values in
the distance function more semantically and flexibly.

In the future work, we want to refine our image segmen-
tation method for more semantic-meaningful description of
image content. Other information of images such as shape
and context will be considered to enhance our retrieval sys-
tem. More exhaustive comparison of our image indexing
system to other region-based systems should be also inves-
tigated.
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