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Abstract— Defence R&D Canada (DRDC) has a long history hance of components.
of developing robotic ap_pllcatlons, including tele-operated a_md DRDC researchers have confronted this software develop-
autonomous ground vehicles. The autonomous ground Veh'desment/reuse versus performance dilemma and as a solution

come in various configurations, with differing sensor payloads hvbrid imol tation that . c t
and varying performance capabilities. Many of these applica- propose a nhybrid implementation that marmes a Lomponen

tions occupy a grey zone where both soft and hard real-time Based Software Engineering (CBSE) [9] approach with real-
capabilities co-exist. As a general rule, higher vehicle speedstime capabilities. This approach recognizes that onlyaiert

drive an application from soft real-time towards harder real- supsets of software demand hard real-time capabilitiefigwh
time requirements. Under soft real-time conditions, DRDC uses most robotics applications function under less stringeit s

the linux operating system and CORBA middleware, with the -ti . ts. Using this distincti | S
RTEMS real-time operating system used for certain time critical €al-time requirements. Using this distinction, a largganty

implementations. CORBA middleware yields portable, modular Of robotics applications can be developed under soft ied-t
and extensible components that simplify the integration of constraints, where high level middleware toolkits assisthe

multiple capabilities onto a single platform. This paper discusses jmplementation of flexible and extensible components.
DRDC's experiences with CORBA, its advantages and disadvan- s paper describes DRDC’s software implementation,
tages, and it applicability to real-ime autonomous systems. where the Miro framework and CORBA middleware are used
under soft real-time conditions, while RTEMS provides hard
real-time capabilities. The paper is divided into 4 sedion
Under idealized conditions, robotics software would buil&ection Il describes DRDC'’s operational environment and it
upon flexible, portable, modular and extensible componentequirements. In Section IIl DRDC's architecture for auton
while maintaining responsive real-time capabilities. ahi- omy is covered, while CORBA's performance in field trials is
nately these two goals are often at odds, where the exti@en in Section IV. Finally, conclusions are given in Senti
overhead associated with components impairs real-time 6&-
pabilities. Component based systems, through a middleware
intermediary, pass information among various processegor !l- OPERATIONAL ENVIRONMENT AND REQUIREMENTS
plications. The middleware is key to this seamless infoilomat DRDC'’s unmanned ground vehicles (UGVSs), similar to the
flow as it hides the data marshalling/unmarshaling, alorty wivehicles that competed in the DARPA Grand Challenge [10],
the specific means of transport. This approach leads to metw§l1], operate in outdoor, unstructured terrain that fesgur
transparent implementations that enables distributedpodm roads of various types, flat plains and semi-rural settings.
ing. Frameworks such as Miro [1], [2], built upon CORBAFigure 1 is typical of DRDC'’s expected operating environinen
[3], and ORCA [4], which uses ICE middleware [5], provideThe Raptor, shown in Figure 2, is a typical of 4 wheeled UGV.
elegant tools for implementing distributed computing. \WWhilGiven the operating environment and the vehicle style, a key
this high level of abstraction is desirable from the sofevaresearch objective is high speed (20 - 60 Km/hr) traversal.
reuse and design perspective, it is not without limitation3his requires real-time sensing, world representatiostadie
For robotic’s researchers, the chief among these limitatis detection and navigation, and this all must occur as theclehi
the real-time performance. CORBA and ICE, with their roots moving.
in office/internet applications, do not specifically addréise Traversal speed is the key factor that drives computing
real-time issues found in robotics applications. As a tesuperformance and real-time requirements. Faster speeds- tra
their adoption by the robotics community has been tentatidate into shortened decision times, which in turn moves the
Robotics specific middleware, that attempts to address reabmputing requirements from softer real-time towards hard
time issues, has been created; examples include IPC [6], If¢&I-time performance.
[7] and RTC [8]. These toolkits are light weight, efficientdan )
have a small footprint, thus are applicable to a wide rande SOft versus Hard Real-time Performance
of platforms, including embedded systems. Although theseA system is said to be real-time if the total correctness of
robotics specific middleware toolkits are more applicalile tan operation depends not only upon its logical correctness,
real-time implementations, they do not provide the sofewabut also upon the time at which it is performed [12]. Addi-
engineering tools that assist in the development and maint@nally, real-time systems are classified as either haddre

I. INTRODUCTION



Max. Sensing Distance Speed| Time

—— (m) (m9 | (9
20 278 | 7.2
20 556 | 36
20 833 | 24
20 111 | 1.8
TABLE |

TRAVERSAL TIME VS SPEED

speed and the maximum range of the laser rangefinder, is
clearly an oversimplification. It is valid only if an obstacl
can reliably be detected at the maximum range of the sensor
Fig. 1. Typical Operating Environment and if the obstacle is stationary and can be avoided by sggeri
around it in a dynamically stable manoeuvre. In a worst case
scenario, the vehicle will encounter an obstacle of sufficie
extent such that it's not possible to manoeuvre around iteand
panic stop must be initiated to avoid a collision. For whaigea

of vehicle speeds is this possible? To address this question
consider the force balance on the idealized vehicle, inreigu
travelling down the plane with speed, when braking is
initiated. Equating the sum of the forces in thedirection

Fig. 2. 4-Wheeled Raptor Unmanned Ground Vehicle

time or soft real-time. Hard real-time systems featurecstri mg sin ¢
deadlines, which must not be violated. On the other hand, a
soft real-time system can tolerate a certain degree of respo
sloppinesswithout causing a major failure. DRDC’s software
architecture uses a combination of both hard and soft new-t Fig. 3. Force balance on an idealized vehicle braking oneslderrain.

applications, in a hybrid implementation.

B. Sensing Limitations to the mass of the vehiclep, times the acceleration,, in
that direction, one can obtain an expression for the acatiber
bwn the plane,

The Raptor UGV uses the laser rangefinder as its prim
sensor. Given the rangefinder’s intrinsic range limitagi@md
its mounting geometry, the maximum sensing distance is ZF = mgsinf — F, = may
limited to approximately 20 to 25m [13]. This range is
important as it defines the maximum range at which obstacles F
can be detected. Using the maximum sensing range and the ay = {sinf — —L1g
vehicle’s speed, it is simple to calculate the time requiied mg
traverse this distance. The traversal times given byt = ¢, where F, is the net braking force. Treating the vehicle as a
whered is the distance and vehicle’s speed is givervbyable rigid body, ignoring any suspension motion, and assumirey on
| shows the traversal time versus vehicle speed, for selec@imensional motion, one can obtain an estimate of the stoppi
speeds. This table clearly shows that as the speed increages, ¢,,
myopic sensing severely limits the amount of time available

. t
for computing purposes. o(t) = vo +/ i(T)dT = vo + agt
C. The Effects of Traversal Speeds 0
The upper bound on the time available to avoid an obstacle v(ts) —vo  —vo
presented in the previous section, based solely on the leehic =t = g ~ an = (ts) =0.



In a similar fashion, the stopping distanag, can be obtained, LASER DRDC Hard Real-time
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Pivtoraiko et al. [14] have compiled normalized braking
force, F,/mg, data obtained for an off-road vehicle during

the CMU PerceptOR program. These tests encompass vehicle ogspagie pssiagie| | o
speeds ranging from 1 tod/sand a variety of terrain slopes [
and surfaces. The vehicle controller behaved akin to an anti DRDC Soft Real-time
lock braking system, not allowing the wheels to lock and thus ARBITER

maintaining steering. The normalized braking force, aledi
off-road in these trials, ranged in value from 0.15 to 0.4&¢cm
less than typical values reported for passenger vehiates tir
on dry asphalt, 0.71 [15] and 0.85 [16]. Stopping times and Fig. 4. Representative Flow Chart of DRDC’s Hybrid Architge
distances, computed using the PerceptOR normalized lgrakin

force data, for a range of vehicle speeds and terrain sloges a
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presented in Table 1. Two DRDC components, the laser and the vehicle, have
hard real-time requiremeritsas they implement time critical
0 F,/mg 00 az ts Ts functionality. The remaining components, implementing th
(deg) (m/s) | (m/s®) | (s) | (m) majority of the autonomous capabilities, operate undet sof
13 0.4 1 -1.72 ] 058 [ 0.29 real-time requirements.
13 0.4 4 -1.72 | 2.33 | 4.66
143 09 ;8 110 :;:Z,é Sjﬁé 20?'2142 A. Notification Services for Soft Real-time Applications
j 8;32 140 :g:gg i:gg 234?;4 DRDC adapted the Miro framework [17] to support UGV
1 0.75 1 278 | 044 022 applications, where Miro builds upon the CORBA notifica-
1 0.25 4 228 | 1.75| 351 tion services to implement a publish/subscribe architectu
16 8?2 110 'ggg ggg 201-1922 Under this paradigm producers anonymously publish data,
5 018 7 579 143 287 while anonymous consumers subscribe to specific event.types
-6 0.18 10 279 | 358 19.91 CORBA, via the IDL compiler, Naming Service and notifica-
tion services, provides all the required facilities to iplent
TABLE Il this process, as shown in Figure 5.

BRAKING TIME AND DISTANCE VS SPEED AND TERRAIN SLOPE

Component Naming

For the range of vehicle speeds used in the PerceptOR Resolve | Service

trials, 1 to 4m/s the stopping distances are well within the
maximum range of the SICK laser rangefinder. This isn’t at all
surprising as the PerceptOR vehicle used the same SICK laser Notifcation
rangefinder as the DRDC Raptor. The margin of safety isn’t Services
really that large aseaction timeand other system delays have

not been included in the analysis. The data for the extrépdla

10 m/svehicle speed are justifiably suspect as this is outside

the range of speeds encountered in the PerceptOR trialy. The

are included to make the point that even for moderate vehiglg 5. Tthe publish/Subscribe Paradigm under CORBA NotiiceServices
speeds the stopping distance alone can easily exceed the

maximum sensing range of the SICK laser rangefinder leadingrhe publish/subscribe approach has an elegance and practi-
to certain collision. cality that makes it well suited for robotics implementato
Robotic applications, such as UGVs, tend to be event driven,

IIl. DRDC’S ARCHITECTURE FORAUTONOMY ) . )
where the reception and analysis of new data triggers a new or

DRDC has developed a hybrid architecture, interally callegiterant mode of operation. Additionally, DRDC's UGV fleet
the Architecture for Autonomythat marries both soft and hardvaries significantly in size and capabilities. CORBA's netk

real-time applications into a single system. Figure 4 ilaites
this hybrid arCh|te_Cture an(_j denotes each component’s, hard e stereo and INS devices may/will have internal real-tinggiirements,
soft or other real-time requirements. that as proprietary devices, are beyond DRDC's control.
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- . Component | Structure | Type Size Bytes
transparency seamlessly enables distributed computirtheon Laser Range | Sequence| Long 6 5776

larger platforms where multiple computers are available. Stereo Range|  Static Long | 320x240x4 | 1,228,800

Unfortunately, the high level capabilities provided by no- | Stereo Range| Sequence| Double | 320x240x4 | 2,457,600
tification services come with a cost; namely they impose F;g/st/ I;“;gee 2223:22: gﬂgﬁ 130220:3745;33 4‘}?&?8;’2
a computational and resource burden. DRDC has evaluatett g ain vap | Sequence| Double | 150x150x3 | 540,000
notification service’s performance under a variety of cendi [ Traverse Map| Sequence| Double | 40x40x2 25,600
tions and the results of these investigations are given én th

following section. TABLE Il
TyPICAL UGV DATA STRUCTURESIZES

IV. PERFORMANCE OFNOTIFICATION SERVICES
A. Experimental Setup

“As was detailed in Section Il, a UGV's operational enpy g6 and very large, where the laser range, terrain magcte
vironment defines the time window for sensing, modelinggnge and stereo rangefimage were used as representative
planning and acting (SMPA). This time window is inversely,amples. For all experiments, the primary computer is a 3.2
proportional to the vehicle’s speed; as the speed increaggsy |nte| Pentium 4, with 1 GB RAM, a 100 Mbit ethemet

less time is available. When an obstacle appears within theaface, that runs linux and utilizes the ACE/TAO 5.4.10
sensing range, the total time from the data acquisitiomutin o sion of CORBA.

its transportation, processing, decision making and comima 1y pypjication of Small Data Structured:aser range data
execution, must be less than the available time window. Thig 5 776 bytes, provided by the SICK LMS laser, is represen-
process is shown in Figure 6. tative of a relatively small data structure. Laser rangenes/e
‘ Time Window ‘ are published by the laser driver at a 26.6 ms update rate
! ! and the notification services implement one of three CORBA

Tub;ish Prblifh Prblifh Prblifh Prblifh } e prOtOCOlS for data delivery:
Aquire  Process Process Process Process  Recieve and « Internet Inter-Orb Protocol (||OP)
Sensor  Terrain Traversibility Obstacle Arbitration ~ Execute . !
Data  Map Map Avoidance Commands « Unix Inter-Orb Protocol (UIOP), and
o Shared Memory Inter-Orb Protocol (SHMIOP).
Fig. 6. Process Execution Time Line SHMIOP and UIOP are restricted to a single host, while

IIOP is applicable to both local and remote configurations.

DRDC implements each process as a component that usgble IV shows the event publication times for these experi-
notification services to publish events. The reception of sements.

sor data triggers a cascade of subsequent processes leading

ultimately to a steering or braking command. Given the Trﬁ‘g?glort PTIO(;C’FSO' TiT§7“5 Stg%us
_depe_ndence on n_otification services, it is_c_rucial_ that (_aach Ethernet | TIOP 1317 3
individual publication cycle consumes a minimal time slice Local UIoP 477 15
Research conducted at DRDC profiled publication times for Local | SHMIOP | 540 18

typical UGV data structures including:
« Laser rangefinder data and stereo vision range data,
o Raw visual images,
« Terrain and traversibility maps, and,
« Various command and control structures.

The corresponding data structures sizes are given in Tableas can be seen in this table, the CORBA protocol has
[ll. Only the components that handle large data structurgsnegligible affect on the publication time. However, when
are given, as the demands placed on the notification serviggs data was piped over the ethernet the publication time
are relative to the data sizes. Note, stereo range data ma&%roximately doubled. In all instances the publicationeti
published as a static array of doulflesr as a sequence ofyas small and never exceeds 1.5 ms, which is significantly

TABLE IV
PUBLICATION TIMES FORLASER RANGE DATA, SEQUENCESTRUCTURE,
3600DATA SAMPLES, PUBLISH BY REFERENCE

long integers. _ _ _ _ smaller than the 26.6 ms laser scan period.
The following sections provide the experimental details. 2) Publication of Medium Data Structuresthese experi-
B. Event Publication under Notification Services ments mirrored the previous experiment, with the exception

%E)at the data payload now represents a terrain map. The times
. quired to publish 540,000 bytes are given in Table V.
_resented typical UGV data transfers where each data stauctu The time required to publish the map event is relatively
@mall with its magnitude is near 7 ms for all protocols,
including publishing across an ethernet interface.

2When published as doubles ATLAS matrix multiplication can bedty 3) Publication of Large Data StrUCtureST_he B_umblebee
used. stereo camera can publish range events using either a CORBA

transfers, using event publications, are labelled smadtjiom,



Transport PT?(;OF?OI Time ms nglézqs Although this experiment doubles the memory require-
Ethernet | 11OP 7.03 0.35 ments, for local delivery the publication time is roughlyltha
Local ulopP 7.02 0.32 that required by a sequence based structure. Publicatiossac
Local | SHMIOP | 7.03 046 an ethernet interface is an exception to this trend as it is
TABLE V significantly slower. The invocation type also impacted the

publication time, as publishing via a pointer was noticgabl
quicker. The cost associated with creating the new static
structure is approximately 18s hence using this invocation
type had a significant performance benefit.

For the next experiment notification services only sigrhlle
sequence or a static array. Regardless of the structure tnied the arrive of new data, the actual transfer of range data
event represents a large data payload. For these expesm&gfween processes used linux shared memory. The results
investigators profiled three different publication apmioes: ~ ©f th's experiment arfe given I:” Table VIII "?”(; show that

notifications services for signalling is extremely fast.

. A CORBA sequence of 1,228,800 bytes, ghatiing y

« A statically defined array of 2,457,600 bytes, and,

PUBLICATION TIMES FORTERRAIN MAP DATA, SEQUENCESTRUCTURE,
1700DATA SAMPLES, PUBLISH BY REFERENCE

Ha ) L e X ) Storage Protocol Timeus | Std.us
« Publications using the notification service to signal the Static | Shared Memory| 35 4
presence of data in linux shared memory (conforming to
POSIX.1-2001). TABLE VIII

. . . LINUX SHARED MEMORY FORSTEREODATA, 1000DATA SAMPLES
In the first experiment, the range data is stored as a sequence

and table VI shows the publication times.

Although the shared memory approach is efficient it is not

Transport | Protocol | Timems | Std.ms | Publish B . .
LOC,Z oP 63 045 Referencg suitable for dynamic structures such as CQRBA sequences,
Ethernet MoP 28.0 1.6 Reference as they internally manage memory allocations that are not
Local uiop 24.7 0.55 | Reference easily mapped into shared memory allocations. Additignall
Local | SHMIOP | 24.7 | 0.48 | Reference this approach is not network transparent, thus limited to a
Cocal ToP 136 0.09 Pointer IS app _ ‘ P ,
Ethermet | 11OP 131 0.22 Pointer single computer configuration.
4) Publication of Very Large Data Structure§or the final
TABLE VI experiment a sequence based structure including: stenge ra
PUBLICATION TIMES FORSTEREODATA, SEQUENCES OF1,228,800 data, the rectified image and a raw image7 was pub“shed at a
BYTES, 1000DATA SAMPLES 1 fps rate. The times required to publish this 6,408,552 hyte
of data are given in Table IX.
Although publishing via a pointérreduces the apparent Transport| Protocol | Time ms | Std.ms
publication time, the cost associated with creating and ini Local lop 299 5.9
e : . . Ethernet | 11OP 295 12.5
tializing a new sequence is approximately 16§ so there is Tocal UioP >95 a7
no overall savings accrued. Hence, publication time remain Local | SHMIOP 2020 44
essentially constant, regardless of the protocol or intiona
type. TABLE IX
In the second experlment' the Storage array was ChangedPUBLlCATlON TIMES FORSTEREODATA, SEQUENCES 1000DATA
to a static structure. Table VIl reveals that this switch laad SAMPLES, PUBLISH BY REFERENCE

significant and variable impact on the publication times.

Transport| Protocol | Time ms | Std.ms | Publish By This table reveals that notification services limits thelpub
Local loP 10.2 0.27 | Reference cation rate to a maximum of 3 fps, assuming that other factors
Ethernet IIOP 206 37 Reference h th vailabl r in wer not erect other
s Usp s T Referance Euc_ as the available processing power, do not erect othe

Cocal | SHMIOP | 104 0.98 | Reference arriers.
Local IIOP 2.7 0.04 Pointer
Ethernet | 11OP 188 31 Pointer V. CONCLUSIONS
TABLE VI The field of robotics covers a wide spectrum of applications,

which operate in an equally large range of environments with
diverse requirements. Under the unmanned vehicle subset, a
unmanned ground vehicle's operating environment and oper-
ational requirements could be suitable for a hybrid haritl/so

SWhen CORBA receives a pointer to data it automatically deletgect real-time com_putln_g |mple_menta_t|on. Thus, com_ponent thase
after publication is completed. software engineering, using middleware toolkits, could be

PUBLICATION TIMES FORSTEREODATA, STATIC ARRAY OF 2,457,600
BYTES, 1000DATA SAMPLES



utilized where soft real-time capabilities are requiredhilera overall maximum time is already relatively small. Exterglin
hard real-time operating system is only used where requirdde sensor ranges, which increases the maximum obstacle
For this approach to be successful the requisite middlewatetection distance, is a significantly more productive apph
must not impose significant time delays or performance pen&r enlarging the available time window
ties.
DRDC researchers have implemented such a hybrid ap-
proach using linux and CORBA for soft real-time require-[i] ? Br%tef),s- MOHCKItPf;,J- Giesk;fecmy and_j-tio"iepf't@;’irje Syseltmfs
_ti . . . or robotics, an applied research perspectitaternational Journal o
ments, an_d RTEMS Whe,re hard real tlme.IS r,equ”ed' Given Advanced Robotic Systenv®l. Volume 3, 1, no. 2005-204, pp. 11-17,
that a majority of DRDC’s autonomy applications have soft  march 2006.
real-time requirements this approach should, in pringiplel?] ZI. Utz, ? Sablt?}nogbs. Entli_erle_, ancEi G. Kraetzsc_hmarrdMirgid-_
provide acceptable results. In-depth investigations Iséevn and Automation June D applicationsiEEE Transactions on Robotics
that CORBA middleware, using notification services, cantmegs] F. Bolton, Pure CORBA: A code intensive premium referencBAMS,
the DRDC's Raptor UGV requirements, under specified speed] iOOBZ- < T K A Makarenko. A. Oreback. and S. Wil
L . . . Brooks, T. Kaupp, A. Makarenko, A. Oreback, and S. S,
limitations. These investigations rev?ale_d that, for camm “Towards component-based robotics,” IBEE/RSJ International Con-
UGV data structures, the event publication process does not ference on Intelligent Robots and Systedwsgust 2005.
impose a significant burden. For all data structure sizeseex 5] M. Henning, " o approach 1o gbject-oriented middiefalEEE
P omputer Societyol. 8, no. 1, pp. 66—75, January-Febuary .
those that are very |arge'.t.he publication process commonph 5. Reid SimmonsJPC - A Reference ManualCarnegie Mellon
consumes only 10's of milliseconds or less. Under standard” university - School of Computer Science / Robotics Institiiebruary
operating conditions the Raptor UGV doesn't exceedr/8 . JZO(();L iEC }‘/IeftSi%“ 3-?); ¢ oriented toolkit for int _
. . . . . Goway, "Ipt: An object oriented toolKIt Tor Iinterpress communi-
(10 km/hr), hence it has_a time W'”d‘?W m_ eXC_ess Of_ 7 Seé' cation,” Robotics Institute, Carnegie Mellon UniversiBittsburgh, PA,
for the SMPA cycle, while the stopping time is estimated Tech. Rep. CMU-RI-TR-96-07, March 1996.
at less than 2 seconds. Given that this cycle has a pipelid® J. . Pedgréen, “Rob&stllcorrbmynice}tior}s fﬁr gigh gwﬂwléﬁ;{ige
length limited to 5 or 6 stages, the summed publication time igztsems‘ amegie Mellon University, Tech. Rep. CMU-RI-9&13,
has an upper limit in the order of 1085 which represents [9] c. Szyperski,Component Software: Beyond Object-Oriented Program-
roughly 1" of the available time. Thus, it is evident that _ Ming Reading, MA: Addison-Wesley, 1998.
CORBA 50 ificati . licabl der the R ilO] C. Urmson, J. Anhalt, D. Bartz, M. Clark, T. Galatali, A.ugerrez,

/ noti |ca_1t_|on services are applicable under the R&pto S. Harbaugh, J. Johnston, H. Kato, P. L. Koon, W. Messner, e/
operating conditions. Even for a speed of B#s where the A. Mosher, K. Peterson, C. Ragusa, D. Ray, B. K. Smith, J. M.
stopping time is greater than 2 sec. and the time window is Snider, S. Spiker, J. C. Struble, J. Ziglar, and W. R. L. Whita"A
36 the overhead associated with event blications a robust approach to high-speed navigation for unrehearsseirtiterrain,

: §ec., i V I wi v publicatl Journal of Field Roboticsvol. 23, no. 8, pp. 467-508, August 2006.
relatively insignificant. [11] S. Thrun, M. Montemerlo, H. Dahlkamp, D. Stavens, A. ArénDiebel,

The overhead associated with notification services becomes P- Fong, J. Gale, M. Halpenny, G. Hoffmann, K. Lau, C. Oakley,
. for distributed computina applications her er M. Palatucci, V. Pratt, P. Stang, S. Strohband, C. Dupont.LJen-
an issue for aistriou puting applicall » Wherey v drossek, C. Koelen, C. Markey, C. Rummel, J. van Niekerk, Eselen

large data structures are shared between separate computer P. Alessandrini, G. Bradski, B. Davies, S. Ettinger, A. KiaghA. Ne-
Under such configurations, the marshalling time, TCP/IR-ove  fian, and P. Mahoney, "Stanley: The robot that won the dargadyr
Lo . . - challenge,” Journal of Field Roboticsvol. 23, no. 9, pp. 661-692,
head and limited bandwidth all conspire to limit performanc September 2006.
Improved middleware performance, without impacting thg2] w. T. free encyclopedia, “Real-ime computing” 2007,
CBSE approach, is possible using a different publish-sitesc ___ http://en.wikipedia.org/wiki/Realime. _ ,
icati di c tlv DRDC CORBE'g] G. Broten and J. Collier, “Continuous motion, outdoor,12d grid
Com_mur.]'ca 1on _para igm. urrently uses ) map generation using an inexpensive nodding 2-d laser ranuigefi
notification services to propagate events from publishers t in Proceedings of the 2006 IEEE International Conference ohdfos
subscribers. Data Distribution Service (DDS) is an altévea and Automationno. 2006-061, Orlando, FI, May 2006, DRDC Suffield
approach that provides similar capabilities, but featliogger CP, pp. 4240-4245.
pp p : p | [14] M. Pivtoraiko, A. Kelly, P. Rander, and J. Bares, “Effiot braking
overhead and, thus, is better suited for higher performance model for off-road mobile robots,” iffField and Service Robotic®ort
systems. Future DRDC research will investigate adaptingMi _ Douglas, Australia, October 2005. o
¢ t DDS d th . tigate it £ ,[H5] L. Alvarez, J. Yi, R. Horowitz, and L. Olmos, “Dynamic ftion model-
O suppor » and then investigate 1ts perrormance on e paseq tire-road friction estimation and emergency brakingtrob”
Raptor UGV, along with other DRDC unmanned vehicles. Transactions of the ASME Journal of Dynamic Systems, Memamnt,
Finally, it is possible to dramatically improve a single . ?”gcontrg'SVOF'é tﬂf pEAZ?‘ﬁ% Marcg ??05. hicle birglayst
s . . A . Day an . Robperts, simulation moael 1or venicle systems
qom.pUters performance using a m'xe_d approach, where nd%" fitted with abs,” INSAE 2002 World Congresser. SAE Technical Paper
fication services are used for signalling and shared memory Series 2002-01-0559, Detroit, Michigan, March 2002, pp. 19—
transports the bulk of the data. Under this paradigm, th¥] g En?erlmﬂ Utz,_dil- Sabla}fﬂOg, tS Simon, G.b!fraetgszzg?m
, . . . Palm, Iro - mi eware Tor autonomous mobile robo er-
10’s of ms required to publls_h large data structures can be | “uona Federation of Automatic Contra200L1.
reduced by 3 orders of magnitude to 10’susf The tradeoffs
to achieve this efficiency are less scalability, moduladtd
portability, as shared memory breaks network transparency
and it precludes using dynamic data structures such as se-
guences. Although it is possible to reduce publication sifoe

orders of magnitude, the benefits are only marginal giveh tha
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