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ABSTRACT

One common method for organizing and retrieving
informationis hypertext. Hypertext users can search
for information by selecting association links from
one item to another, following an association trail
towards theinformation they seek. This paper exam-
ines the nature of association searches in hypertext
systems and proposes a formal model that can be
used toevaluate informationretrieval fromhypertext
documents. One of the main motivations for the
development of a hypertext search model is that it
can be used to influence the early design of a system
ordocument. For example, each time a new design of
ahypertextsystemordocumentis created, themodel
could be used to estimate the information retrieval
time of users. The model we present can be used to
determine the time needed to find specific informa-
tion in hypertext documents, based on the structure
of the document, theexperiencelevel of the user,and
thedesign of the hypertext system’s userinterface. A
preliminary setof empirical observationsisdescribed
that reveals the strengths and limitations of our
model.
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1 INTRODUCTION

One common method for organizing and retrieving
information is hypertext[1, 7, 21, 25]. The main idea
of hypertextis thestorage of informationasobjectsor
nodes that are interconnected withassociation links.
Hypertext users can enhance their perception and
understanding of vast amounts of information by
examining the association links between informa-
tion items. Hypertext has been shown to be a useful
tool for browsing [6, 17] and learning [9]. Hypertext
systems canalso be used to retrieve specificinforma-
tion [12, 18] since users can follow an association trail
from one item to another until the desired informa-
tion is found. Studies [11, 26] have shown that users
can become disoriented and lost while navigating
throughlarge, highlyinterconnected hypertextdocu-
ments [7]. This paper examines the nature of associa-
tion searches in hypertext systems and proposes a
formal medel that can be used to evaluate informa-
tion retrieval from hypertext documents.

1.1 Motivation for A Formal Predictive Model

One of the main motivations for the development of
a hypertext search model is that is can be used to
influence the early design of a system. For example,
each time a new design of a hypertext system or
document is created, a predictive model could be
used to estimate the information retrieval perform-
ance of users. Initial design flaws and inefficiencies
can be detected and corrected without the need of a
full usability experiment involving recorded obser-
vation of users, which can be a very time consuming
and expensive task. A full usability experiment will
still be needed later in the design process to reveal
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other problems that users may encounter which are
not considered by the model. However, the use of
predictive models can be a valuable and cost effec-
tive way to determine if design changes will actually
improve retrieval time for users.

1.2 Organization of the Paper

In this paper we focus on hypertext searching in
closed tasks [19], where the user’s goal is to find the
answer to a specific question. We propose a formal
predictive model to determine the time needed to
find specific information in hypertext documents,
based on the structure of the document, the experi-
encelevel of the user, and the design of the hypertext
system’s user interface. A preliminary set of empiri-
cal observationsaredescribed thatreveal thestrength
and limitations of our model.

This paper is organized as follows. Section 2.0 re-
views some previous studies on hypertext search-
ing. Section 3.0 describesa framework for modelling
hypertextsearchbehaviour and discusseshow some
perceptual models are related to each other. Section
4.0 describes our formal predictive model for
hypertext searching,. Section 5.0 discusses some em-
pirical observations and discusses the strengths and
limitations of our model. Section 6.0 summarizes the
contributions of our work to the field of online
documentation and human-computer interaction
and discusses some possible extensions to our work.

2 LITERATURE REVIEW

Meta-analysis of empirical hypertext search studies
is difficult since previous studies have been carried
out in varying conditions and have been reported
with varying levels of detail in the literature. Below
we describe some behavioural characteristics that
have been observed in these studies.

Nielsen [24] surveyed 30 scientific studies on
hypertext and identified 92 different aspects of
hypertextdesign thathave beenevaluated and com-
pared. Nielsen’s objective was to normalize the re-
sults and identify the most important design issues.
Nielsen concluded that the following factors have
the most influence on hypertextsearch behaviour: 1)
age, 2) motivation, 3) user preconceptions, 4) level of
expertise, and 5) navigation mechanism. Nielsen
also concluded that few studies have been large or

detailed enough to arrive at statistically significant
results. However, it appears that the user’s expertise
and hypertext system’s navigation mechanisms are
prominent factors in hypertext search behaviour.

Nielsen [22, 23] has also investigated disorientation
in hypertext searching. A study on the usability of
videotex systems [22] showed that the backtracking
facility was one of the most frequently used naviga-
tion facilities, especially for novice users. This obser-
vation is similar to the evaluation of the Glasgow
Online hypertext system [14] where half the users
tended to return to the title page and retrace long
routes in cases where backtracking was either not
available or difficult to use. Nielsen and Lyngbaek
[23} reported ona study where 25 people wereasked
to read a particular hypertext document for one
hour. [t was observed that 57% percent of the users
indicated they felt they were confused about where
they were, and only 22% indicated that they knew
how to get back. Also, only 35% indicated that they
feltconfident that they had found all theinformation
for which they were searching,

Recently, Rouet [28] has analysed some empirical
studies of hypertext and analysed the effectiveness
of hypertext for text comprehension, learning, and
information retrieval. He concludes that there is no
consistent evidence for the advantage of hypertext
over linear presentation formats. He also concludes
that performance on hypertext documents varies
according to: 1) subject’s expertise, 2) interface fea-
tures, 3) previous training on the interface, and 4)
task requirements.

Below are some other findings of the empirical stud-
ies on hypertext searching. Factors 1,2,3 relate to the
characteristics of the user, factors 4 and 5 relate to the
task definition, and factors 6, 7, and 8 relate to the
user interface:

1. The user’s motivation is a major factor in
search completion times [24].

2. The user’s knowledge of and training on the
hypertext interface improves searching [19,
28].

3. Users with better spatial visualization ability
are less likely to become lost [2].

4. Searching is faster when queries are well
defined [19].
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5. Searching is faster when the words in the
questionalso appear in the titlesand thebody
of hypertext nodes [9, 11].

6. Navigational interface features [26], particu-
larly overview maps [20], reduce conitive
disorientation and improve search times.

7. Many users begin using search methods that
are familiar to them from the paper domain
and move to new methods as they learn and
find them effective [9].

8. Backtracking is one of the most frequently
used hypertext interface features [14, 22, 23].

3 A FRAMEWORK FOR MODELLING
HYPERTEXT SEARCHING

This section provides a framework for modelling a
hypertext user, a hypertext docaument, a hypertext
system, and a set of search tasks. It begins with a
description of a real world scenario of hypertext
searching, and introduces several models and their
interactions. The information that needs to be stored
in each model is also defined and related to the
cognitive tasks of hypertext searching. This frame-
work provides the basis for our predictive model
which is described in the next section.

Formal Methods for Evaluating Information

3.1 Real World Scendario for Hypertext
Secxching

Searching for information in hypertext involves the
interaction of several models of perception from: 1)
the author of the hypertext document, 2) the de-
signer of the hypertext application, 3) the evaluator
who defines the search tasks, and 4) the searcher
underevaluation. Differencesin perceptionsaccount
for differences in search behaviour. A real world
scenario for hypertext searching is shown in Figure
1 illustrating some of the perceptual models and
their connections via physical devices.

A user model is the representation of the knowledge
that a user has during a problem solving task. The
conceptual model is the model of the author of the
hypertext document. The author’s perception of the
domain is reflected in the structure, content, and
wording of the hypertext document. This concep-
tual model is often quite different from the user
model of the hypertext searcher. This differenceisin
partdue to the prior knowledge thata user has of the
domain, and the way new knowledge is interpreted
from the hypertext document and assimilated with
previous knowledge.

User Modal

Conceptual
Modai

ASpacanon prososemn
Program (_,_ Mypenex *—_ ~
i :
(’ Dperais .
) Sy:m:g
Task * Work
Descrintion > ‘ «> Mgdi)j/ -
Evaluator Application
Designer

Figure 1: Real World Scenario for
Hypertext Searching
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The user’s interpretation of the document is also
affected by thehypertextapplicationand the interac-
tion style or dialog needed to view the hypertext
document. The hypertextapplicationdesignerbuilds
the hypertext system based on a model of how the
user will want to work with hypertext documents.
However, the work model of the hypertext designer
isoftendifferentfrom the way any individual works.
This occurs because the designer is building one
application for many users, each with his or herown
personal preferences and abilities. Thus, the work
model of user envisioned by the application de-
signer is often the most common way in which most
users are likely to want to interact with the docu-
ment.

Finally, the evaluator designs a set of tasks that are
based on what the evaluator thinks are the most
typical tasks of users. This work model can be differ-
ent from the application designer’s work model and
different from the way any one individual user is
likely to work.

The following section describes some of the basic
cognitive tasks that are performed during hypertext
searching. These tasks are then related to the infor-
mation that is stored in the user model, conceptual
model, and work models.

3.2 Cognititve Processes in Hypertext
Searching

The most basic cognitive process that a user per-
forms during a search is the selection of a hypertext
link. This process is repeated until the desired infor-
mation is found (also known as a goal). During a
search, a user may develop sub-goals and strategies
which may be re-formulated periodically.

A user will end the search when: 1) the information
is found, 2) the user is taking too long and abandons
the search in frustration, or 3) the user abandons the
search on the belief that the information is not in the
document. This search process can be represented
using a set of cognitive tasks as shown in Figure 2.

1. Read and interpret the search
task as described by the evalua-
tor.

2. Formulate a Search Goal, Sub-
goals, and a Search Strategy.

3. Read and interpret the text in
the first node.

4. While ( Goal Not Found )

4.1 If frustration is greater
than frustration threshold

Then end search

4.2 If user is convinced that
information is not in document

Then end search

4,3 If current path is perceived
as not closing in on search goal

Then Reformulate search
sub-goals
and search strategy

4.4 Decide on a Link.
4.5 Physically Select a Link.

4.6 Read and interpret the text
in the new node.

5. End While
6. End Search

Figure 2: Cognitive Tasks of Hypertext Searching

Figure 3 showsa user model for hypertext searching.
Also shown are the work model of the evaluator, the
document model of the author and the interface
model of the application designer. These models are
described below and related to the cognitive search
tasks of Figure 2.

During the course of a search, the user maintains
three distinct types of knowledge: 1) task knowl-
edge, 2) domain knowledge, and 3) computing
knowledge. Task knowledge is knowledge about
how to perform a search task. It represents the
interpretation of the goal, the decomposition of the
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Figure3: Cognitive Models forHypertextSearching

goal into sub-goals, and a strategy for achieving
these goals. The task knowledgeis used inSteps 1,2,
4.1, and 4.3 shown in Figure 2.

A user’s interpretation of the search task may be
different from what the evaluator intended. The
work model in Figure 3 represents the evaluator’s
perception of the search tasks. Within this model,
task identification refers to the selection of search
tasks. Language level and writing style refer to the
way in which the search tasks are described. The
language level and writing style directly influence
the user’s interpretation of the search task (Step 1in
Figure 2).

The user model also maintains a representation of
the user’s interpretation of the domain knowledge.
Domain knowledgeis the subjector topicsdescribed
inthehypertextdocument. Theusermodelshownin
Figure 3 represents: 1) the user’s knowledge about
thedomain prior to the viewing the document, 2) the
current or recently acquired knowledge, and 3) the
learning ability of the user. Current knowledge re-
fers to the knowledge that is leared from viewing
the hypertext document. Learning ability is the rate
at which new knowledge is extracted from the
hypertext document. One aspect not shown is the
assimilationof new knowledge with previousknowl-
edge and issues of belief revision. Domain knowl-
edgeis used in Steps 3,4.2,4.3,4.4, and 4.6 shown in
Figure 2.

The document model shown in Figure 3 represents
theauthor'sstylein expressing thedomain in words.
Within this model, language level and style refer to
writing technique used in the hypertext document.
Document structure refers to the organization of
topics in the document. Meaningfulness of titles
refers to how well titles reflect the topics in a section.
Theuser’sinterpretationof new knowledgeacquired
from a hypertext document can differ from the au-
thor’s interpretation of that knowledge. The way in
which an author expresses knowledge about the
domain in words directly influences the acquisition
of new knowledge by the user. (Steps 3 and 4.6 in
Figure 2).

The user also maintains computing knowledge.
Computing knowledge refers to the user’s under-
standing of the hypertext application, the system
(hardware and software) on which the application
runs, and basic computing concepts (such as the
concept of a computer file or directory). This knowl-
edgeis used by the user when physically interacting
with an interface (Step 4.5 in Figure 2).

Theuser will performtasks on the hypertextapplica-
tion based on prior computing knowledge and an
interpretation of what is observed in the computer
interface. The interface model shown in Figure 3
represents the way the interface appears on the
screen and the operations needed to manipulate the
document. Screendialog refers to the basicoperating
system commands for manipulating the interface
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such as opening and closing windows, or scrolling
within a window. Input dialog refers to the manner
in which inputcommands are performed within the
hypertext application for tasks such as selecting
links. Screen presentation refers to the size of the
screen and the colors used to identify different areas
of the screen. The interface can influence both the
selection of links (Step 4.5 in Figure 2) and the user’s
ability to read and comprehend text (Steps 3 and 4.6
in Figure 2).

3.3 Summary of Modeliing Hypettext
Secarching

Wehavedemonstrated how perceptual modelsfrom
the author of the hypertext document, the designer
of the hypertext application, the evaluator, and the
searcher interact via physical devices.

Thebasiccognitive tasksof hypertext searching have
beenidentified and related to these perceptual mod-
els. The user’s search behaviour has been shown to
be influenced by:

1. The user’s domain knowledge.

2. The user’s knowledge of the hypertext appli-
cation.

3. The user’s knowledge of the computing sys-
tem.

4. The writing style and organization of the
document.

5. Theinteractionstyleof the hypertextapplica-
tion.

6. The selection and representation of search
tasks.

In the next section we describe a formal method for
representing these models for the purpose of pre-
dicting information retrieval time from hypertext
documents.

4 A FORMAL PREDICTIVE MODEL FOR
HYPERTEXT SEARCHING

We first describe objectives of our predictive model
and then describe the components of the model. A
predictive function is then defined based on these
components. We conclude by showing how the

predictive model can be used to estimate the cost of
a hypertext document in terms of information re-
trieval time.

4.1 Objectives of the Predictive Model

The objective of the predictivemodel is to predict the
time it takes a user to find a specific item of informa-
tion in a hypertext document based on the experi-
ence level of the user, the structure of the document,
and the design of the hypertext system’s user inter-
face. The model should be applicable to a range of
hypertext systems and documents. Given these ob-
jectives, we propose a predictive model that is based
on the following components:

¢ E- A model of the expertise of a user.
¢ U- A model of the user interface.

e D -Amodel of the structure of the hypertext
document.

* N, - The target node to be searched for in the
hypertext document.

¢ predict(N,DE,U,Path)- A function that pre-
dicts the time it takes a user with expertise
E to find node N, in document D using a
hypertext interface U along a given Path.

With this model, different hypertext systems can
then be compared by varying the model of the user
interface U. Different document structures can also
becompared by varying thedocumentmodel D. The
retrieval times between varying degrees of user
expertise can be compared by varying the model of
the user E. Below wedescribe themodelsE, U, D,and
then define the predictive function.

4.2 User Model

The level of experience of the user is represented by
model E. The following information is stored in this
model.

E={ED, EA ES)

where,

* ED - The user’s prior knowledge of the do-
main (i.e. subject or topics described in the
hypertext document).

* EA - The user’s prior knowledge of the

hypertext application.
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e ES - The user’s prior knowledge of the win-
dow-based interfaces and operating systems.

Each of these items has a value between 0 and 1,
where 1 is considered an individual with all encom-
passing knowledge on that topic, and 0 is no previ-
ous knowledge. We determine the level of expertise
of a user from a questionaire that tests a user’s
knowledge of the domain, hypertext application,
and operating systerm.

4.3 User Interface Model

The user interface is represented usingmodel U. The
following information is stored in this model.

U={US,UP,UL}

where,

* US - the screen size.

* UP - The dialog sequence for paging up or
down a screen of text.

¢ UL - The dialog sequence for selecting a link.

The screen size US can be used to compute the
pointing time using Fitts” Law [3, 13]. The dialog
sequence UP refers to the physical actions such as
keystrokes and \or mouse movements needed to go
to previous or following pages within a node. The
dialog sequence UL refers to the physical actions,
such as double-clicking a mouse button, that are
needed to select alink. The dialog sequences UPand
UL are represented using the keystroke level model
[5]. The time to select a particular link in a given
document, without accounting for mental decision
making, can be computed using the screen size US,
the dialog sequences UP and UL, time for the system
torespond tothe user’sinput, R (asystemdependent
value), and the location of the link in the hypertext
node. Below we describe the document model and
the representation of link location.

4.4 Document Model

The hypertext document is represented using model
D. The following information is stored in thismodel.

D={DS,DN,DL,DH, DR}

where,

. DS - The structure of the document (links)

Formal Methods for Evaluating Information

¢ DN - The total number of nodes in the docu-
ment

. DL - The total number of links
. DH - The total number of hierarchical links
. DR - The total number of referential links

We distinguish between two types of links: hierar-
chical and referential links. The semantic definition
of a hierarchical link is that the destination node
describes a topic that is more specific than the source
node (also known as the part-whole relation [29] ).
For example, the relation betweena sourcenodeand
adestination node thatare connected viaa hierarchi-
cal link is analogous to the relation between section
and sub-section in linear text documents such as
articles and books. Referential links are defined as
any other non-hierarchical link between two nodes
and may represent a variety of semantic interpreta-
tions such as “see related information”, “see also
..” ., “see an example of ..”, “see definition ..".
DeRose [8] expands on the diverse semantic inter-
pretations of hypertext links.

Thedocumentstructureisrepresented by DS, where
N, is a node in the document and DN is the total
number of nodes in the hypertext document.

DS={N,N, N, ..N;,}

The start node (eg. title page or table of contents) is
defined as N, and all other nodes are arbitrarily
assigned higher numbers. The following informa-
tion is stored for each node.

N,=(NL,H,R,W,L)

where,

. NL, - The number of links in node N;
. H,_The number of hierarchical links in node

. R,- The number of referential links innode N,
. W, - The number of words in node N,
d L,- The links innode N,

Getting in Touch—Staying in Touch
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A node N, may contain one or more links which are
represented in L,

Li={L, L, Ly~ Lywl
L={N,T,S,]

where,

* N, - The destination node of the jth link in
node N,

* T, -Thetypeofthejthlinkin node N, (hierar-
chical or referential)-

* S, - The location of the jth link in the text of
node N,

The location of a link L, on the screen can be com-
puted using the location of the link in the text of the
node S, and the screen size US.

A constraint must be defined that states that in no
path which is comprised entirely of hierarchical
links can there be a node that appears more than
once. This constraint achieves two objectives: 1) it
maintains the transitivity of the part-whole relation-
ship [29] where each subsequent node ina hierarchi-
cal path ismore specific than the previous node, and
2) it prevents circularities for hypertext searches
involving only hierarchical links. However, circu-
larities can occur if a user selects one or more referen-
tial links in a search path.

Advanced users who understand and can visualize
both hierarchical and referential links are less likely
to get lost in hyperspace as has been observed in [2,
10,26]. Some users will follow only hierarchical links
to restrict the information they seek, knowing thata
referential link can lead them in a circular path.
When a hierarchical path is not focusing on the
desired information, advanced users are able to
select referential links to jump to another, more
relevant, section of the document without having to
re-trace long hierarchical paths.

4.5 Predictive Function

The function predict{N,D,E,UPath) predicts the
time it takes a user with expertise E to find a target
nodeN, indocumentD usinga hypertextinterface U
along a given Path. The predictive function is de-
fined in Figure 4 and it computes an estimate of the
time that a user takes to perform the following tasks:

1. Reach for the Mouse.

2. Read and interpret a Node (Step 3 and 4.6 in
Figure 2).

3. Mentally decide on a Link (Step 4.4 in Figure
2).

4. Physically select a Link (Step 4.5 in Figure 2).

The predict function is defined as the sum of two
components, H(ES) and jump(N, D,E,U). The func-
tion H(ES) computes the time it takes a user to reach
for the mouse or keyboard and it depends on the
user’s experience with computer systems. The fune-
tion jump() computes the time it takes a user to go
from one node to another.

Wedefine Path to bea setof nodesina path from the
first node, N,, to the target node, N, The path can be
determined from the model of the document D. For
each node in the path, the function jump(N,D,E,U)
is used compute the time to read the node, RN,
mentally decide on a link, ML, physically select a
link, PL, and the time for the systemtorespond to the
user’'sinput, R.

The time it takes a user to read a node, RN, is based
onthe numberof words in thenode, W, and the time
that it takes a user to read a work from the screen,
RW. The function RW depends on the user’s knowl-
edgeof the domain, ED, and the previous experience
with hypertext systems, EA. For example, an expert
user who is familiar with the topics described in the
hypertext document and has experience with read-
ing text from computer screens is likely to skim over
the textin each hypertext node. Thus, RW has a low

value for experts.

The time a user will take to decide on a link,
ML, is directly proportional to the number and type
of links in the node, the user’'s knowledge of the
domain, ED, and the user’s knowledge of hypertext
applications, EA. The current model assumes that it
takes an equal amount of time, M(ED,EA), to decide
on hierarchical links, H, and referential links R,
However, future research may show that different
types of links take a different amount of time to
consider and select.

The time it takes to physically select a link, PL.
depends on the user experience with window-based
interfaces, ES, the hypertext application, EA, the
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N¢

)

predict(N,D,E, U,Path) = H(ES)+

jump(N;, D, E, U) = RN(W;, ED,EA) + ML(ED, EA, H;,

PL(EA,ES,U,S;;) = {

NK is system dependent

NP is system dependent

N,eP-th

RN(W;,ED,EA) = W; x RW(ED,EA)
ML(ED,EA, H;,R;) = (H;+R;) x M(ED,EA)

NP(US, §; j) x K(ES) + P(EA, ES) + K(ES), mouse select
NP(US.S; 1) x K(ES) + NK(Nj) x K(ES), keyboord select

j“mp(Nil Dv Ev U)

R;) + PL(EA.ES,U,S;;)+R

Figure 4: Predictive Functions

user interface design, U, and the location of the link
in the hypertext node, S, PL can be computed in
terms of the functions NE;NK,P, and K, which are
described below.

The function NP computes the number of paging
commands that a user needs to enter in order to
arrive at the screen with the desired link. This can be
computed from the screen size US and the location
of thelinkin the hypertextnode S, . The function NP
is system dependent and it depends on factors such
as font size, work wrap around, the size of embed-
ded graphics. K dependson the user experience with
computer systems ES.

For hypertext systems that allow for links to be
selected with a mouse, the function P computes the
time to pointto anarea of the screen that displays the
desired link. The function P depends on the user’s
prior experience with the hypertext system EA, and
with pointing applications ES. K is the time it takes
to press the mouse in order to select the link.

For hypertext systems that allow for links to be
selected only from a keyboard, the function NK
determines the number of letters that need to be
entered toselectalink. Forexample, in the GNU Info
hypertext system, links are selected by entering the

first few letters of the link name, such that the letters
canbe used todistinguish thelink fromotherlinksin
the node. The function NK is system dependent.

Figure 5 shows the associated times forRW, H, K, P,
R, M, which are partly based on [5, 15], and partly
based on our analysis of empirical data collected to
verify this model. Our work is partly based on the
Keystroke Level Model [5] which is a model that is
comprised of keystroke operators for modelling ex-
pert users only. In our model, each operator has an
associated time that depends on the knowledge that
the user hasof thedomain, thehypertextapplication,
and the computing system. We have also added the
RWoperator for the timeneeded toread a word from
a hypertext node.

4.6 Cost Function

The predictive functions can be used to compute the
quality of a document with respect to minimum
predicted information retrieval time. The informa-
tion retrieval cost function for a given hypertext
document s given in Figure 6. We define SPath tobe
the set of all nodes in the shortest path from N, toN,.
We define Cost to be the sum of the time to find each
item in the document. Thus, alternative designs can
be compared in terms of information retrieval cost.
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RW(ED,EA) = {
H(ES) ={
K(ES) = {
P(EA,ES) = {

M(ED,EA) = {

08, EA+ES>1.5
1.1, EA+ES<1S

R is system dependent

.05, ED<+EA >1.25
1, ED+EA<125

0.4, ES>0.75
12, ES<0.75

0.08, ES>0.75
05, ES<0.75

0.1, ED+EA>1.2
04, ED+EA <12

Figure 5: Times for Keystroke Level Operators

Some items in a document may be more frequently
referred to by a given set of users. Where the set of
frequencies for each itemin the hypertext document
isknown, a weighted costfunctioncanbe defined for
information retrieval. The relative frequency is the
relative number of times that an item is searched by
a typical set of users. This cost may be a more
accurate reflection of the quality of a document
where some items are more frequently referred to
than others.

5 EMPIRICAL OBSERVATIONS AND
ANALYSIS

The predictive model was used to evaluate the effec-
tiveness of an existing hypertext system called HRS
[27]. HRS providesoverview maps, keyword search-
ingand semanticbased searching of information [27,
16]. HRS is currently available on an IBM PC net-
work at the University of Waterloo that serves some
of the computing needs of 2000 undergraduate stu-
dents. The objective of the evaluation focused on a
collection of hypertext documents that describe pro-
gramming languages such as C and Fortran. Some
empirical observations are described below which
reveal the strengths and limitations of our model.

A preliminary experiment was conducted to collect
data forderiving parametersof the predictivemodel.
A hypertext document on the C programming lan-
guage was used. A set of 8 retrieval tasks was given
to 16 test subjects. Thus this experiment explores the
ability of userstoretrace pathsand previously viewed
nodes, and their ability to retain a model of the
organization in their minds.

It was found that on a first search, over two thirds of
users took over 150 seconds to find the answer,
However on the second search, over two thirds of
users were able to complete their searches in under
50 seconds. All users at some point were able to
complete one or more searches in under 25 seconds.
This result suggests that users can retain a model of
the local organization of a document and improve
their searches to near expert speed, regardless of
their previous experience. The observations also
suggest that the user’'smental model changesquickly
as is reflected by the improving search times.

The predicted time for the first search task (how to
open a file in the C programming language) was
22.77 for experts (ES > 0.75, EA+ES > 1.5, ED+ES >
1.5) and 78.1 for novices. The answers to the search
tasks were located at a similar depth and each was
assigned a similar predicted time. The predicted
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Cost Function:

DN
Cost = z predict( N;, E, U, D, SPath )
i=1
DN
Weighted Cost = Z relativefrequency( Nj ) x predict( N;, E, U, D, )
i=1
Constraints:
1) 0 < relativefrequency(N;) < 1, forall 0< i < DN
DN
2) Z relative frequency( N; ) = 1
i=1

Figure 6: Information Retrieval Cost Function for
Hypertext Documents

times are within the range of our empirical observa-
tions. A larger sample size is needed to compute the
reliability of our model. It should also be noted that
in two cases, users were able to complete these tasks
in7 seconds. This suggests that in some caseslittleor
no cognitive decision making occurs when users
retrace previously viewed paths.

A second experiment was conducted with 12 sub-
jects and a more detailed questionaire. The
questionaire was used to assign a value between 0
and 1 for each user in terms of domain knowledge
ED, hypertext application knowledge, EA, and
knowledge of window-based interfaces, ES. The
same document and nine questions from the previ-
ous experiment were used. Each user’s actions were
recorded and statistically analyzed.

A correlation analysis was done between each user’s
knowledge and the total search time, number of
nodes visited, and percentage of correct answers
found. Correlation can be used to determine if there
is consistent evidence between the type of knowl-
edge that a user has, and the observed search behav-
iour. A correlation value of +1 indicates a perfectly
positively correlated relationship and a value of -1
indicates a perfectly negatively correlated relation-

ship. The sample correlation co-efficient and
pearson’s product moment co-efficient were used.
From the significance tables for pearson’s product
moment co-efficient, it can be determined that fora
sample size of 12 observations with a significance
level of 0.05, pearson’s correlation co-efficient must
exceed 0.50. A significance level of 0.05 means that
there is less than a 5% chance that the correlation is
the result of pure chance.

The correlation analysis showed thatthereisa statis-
tically significant correlation between percentof cor-
rect answers found by a user and the sum of the
user’s domain knowledge and application knowl-
edge (pearson’s correlation co-efficient = 0.56, sam-
ple correlation co-efficient = 0.51). This is consistent
with ourbelief that the mental operator, ML, time to
decide onalink, should be associated with theuser’s
domain knowledge, ED, and the user’s knowledge
of hypertext applications, EA. There is also a statisti-
cally significant correlationbetween the user’sknowl-
edge of hypertext applications and knowledge of
window-based systems and the number of nodes
visited (pearson’scorrelation co-efficient=0.52, sam-
ple correlation co-efficient is 0.47). This is consistent
with our belief that the operator PL, time for physi-
cally selecting a link, should be associated with the
user’'sknowledge of hypertextapplications, EA,and
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the user’s knowledge of window-based systems, ES.
The correlations between user’s knowledge and to-
tal search times were not statistically significantand
can not reliably used to make any statistical infer-
ence. A larger sample size is needed to determine a
statistically significant correlation.

A t-test was also used to determine if expert users
found information significantly faster than novices.
The computed t-value can then be compared to t-
distribution tables to determine the probability that
the difference in observations is the result of pure
chance. Since there were 7 novice users, and 5 expert
users, the t(5) distribution table was used for com-
parison. For a 0.05 level of significance, the t-value
needs to exceed 2.571.

The significance levels that were computed show
that only in two cases did expert users find informa-
tion significantly faster than novices. In question 3
(t=3.25), and question 7 (2.49), experts were signifi-
cantly faster. Both of these questions required a user
to find an answer to a question which was part of a
previous question. Questions 3 and 7 were worded
differently but asked the same question. This result
suggests that experts are significantly better at.re-
tracing a previously viewed hypertext path than
novice users.

A matched t-test wasalso used to seeif experts found
information faster than novices. This test compares
thedifference (d) in mean time foreach question,and
uses this difference to compute the t-value. The t-
value, computed for novices and experts in each of
the 9 questions, was found to be 0.94 and it is not
statistically significant. This suggests that, although
initially novices are slower than experts at finding
information, novices can quickly improve their
searches. It can be concluded that over the nine
questions tested, experts werenotsignificantly faster
than novices.

Using the KLM-H Operators values defined in this
paper, the root mean squared error was found to be
31%. A closer examination of the results show thatin
certain cases, users had a pre-made decision as to
their hypertext path and link selection. Hence, in
certain nodes, the total time spent at the node was
very small. In other cases, a user would spend a
significantly higher amount of time, deciding on a
link, than what was predicted. In these cases, the user
had read the information and perhaps did not un-

derstand the information and found it difficult to
decide on a link. These effects, in many cases, can-
celled each other since in one case the predicted time
is under-estimated, and in the other case the pre-
dicted time is over-estimated. Future work could be
done to modify the mental operator depending on
the user’s current search strategy.

6 CONCLUSIONS AND FUTURE WORK

In this paper we have presented a framework for
modelling the cognitive search tasks involved in
hypertext searching. We have proposed a model for
the user, the document, and the interface. The infor-
mation that needs to be contained in these models
has been defined and we have described the interac-
tion of these models.

A predictive model has been presented that allows
for estimating retrieval times from hypertext docu-
ments based on a model of the document, user
expertise, and user interface. The predictive model
canalsobeused to evaluate the quality of a hypertext
document in terms of retrieval time.

Themodel’s predictions havebeen found tobein the
range of empirical observations. Observations have
also shown that hypertext users can improve their
searching abilities very quickly with successive
searches, suggesting that the user model changes
quickly during a searching session. We also ob-
served that, in some cases, such as retracing paths,
little cognitive decision making is involved.

Future extensions could account for diverse search
strategies and path selection of users. This could be
done based on large sets of data collected from
empirical observations that reveal search strategies
given a state of the user model. Future work could
also include:

1. The elapsed time after which users are likely
to abandon a search in frustration.

2. The elapsed time after which users are likely
to abandon a search because they believe the
information is not in the document.

3. Theinitial time spent interpreting the search
task requirements and developing a goal,
subgoals, and search strategies.
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4. The quantitative effect of overview maps on
search time.

5. The effect of the user’s learning ability on
decision making time.

6. Theeffectof multimedia on a user’s ability to
assimilate information.

7. Theeffect of slow response times on a user’s
frustration level and search strategy.

While a great deal remains to be learned from cogni-
tive search behaviour in hypertext searching, pre-
liminary models can be designed based on existing
empirical observations. Future work will require
more empirical data to be collected in controlled
settings so as to try isolate and quantify the effect of
particular hypertext designs on searching. The chal-
lenge will be to correlate user characteristics with
search behaviour and the use of statistical inference
to determine casual relationships.
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