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2 D. G. CORNEIL, S. OLARIU AND L. STEWART1. Introduction. The original motivation for this work was provided by the linear structurethat is apparent in various families of graphs including interval graphs, permutation graphs, trapezoidgraphs, and cocomparability graphs. Somewhat surprisingly, the linearity of interval, permutation,trapezoid, and cocomparability graphs is described in terms of di�erent and seemingly ad-hoc prop-erties of each of these classes of graphs. For example, in the case of interval graphs, the linearityproperty is traditionally expressed in terms of a linear order on the set of maximal cliques [3, 4].For permutation graphs, the linear behavior is explained in terms of the underlying partial orderof dimension two [1]. For cocomparability graphs, the linear behavior is expressed in terms of thewell-known linear structure of comparability graphs [17], and so on. Our intention is to providea unifying look at these classes in the hope of identifying the \agent" responsible for their linearbehavior.Before proceeding, it is perhaps appropriate to recall a few de�nitions. A graph is an intervalgraph if its vertices can be put in a one-to-one correspondence with a set of intervals on the real linein such a way that two vertices are adjacent if and only if the corresponding intervals overlap. Agraph is a comparability graph if the edges may be given a transitive orientation. A cocomparabilitygraph is the complement of a comparability graph. A graph that is at the same time a comparabilityand a cocomparability graph is said to be a permutation graph [13].
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Fig. 1.2. Trapezoid, interval, and permutation models of the graph in Figure 1.1



ASTEROIDAL TRIPLE-FREE GRAPHS 3A trapezoid representation R consists of two parallel lines (denoted L1 and L2) and some trape-zoids with two endpoints lying on L1 and the other two lying on L2. A graph G is a trapezoid graphif it is the intersection graph of such a representation. Speci�cally, the vertices of G are in one-to-onecorrespondence with the trapezoids in R and two vertices in G are adjacent if and only if their cor-responding trapezoids intersect. If the trapezoids degenerate with the endpoints on L1 (respectivelyL2) coinciding (i.e. the trapezoids become lines) then the intersection graph is a permutation graph.Similarly, if the intervals on L1 are the mirror image of the intervals on L2, then the intersectiongraph is an interval graph. The reader is referred to Figure 1.2 for an illustration of these notionsfor the graph presented in Figure 1.1. It is shown in [6] that permutation graphs and interval graphsare strictly contained in trapezoid graphs. Furthermore, trapezoid graphs are strictly contained incocomparability graphs [5]. Cocomparability graphs, and thus trapezoid, permutation, and intervalgraphs are perfect in the sense of Berge [15], i.e. for every induced subgraph the chromatic numberequals the clique number.The trapezoid representation that provides the common thread with interval and permutationgraphs also indicates that, in some sense, the graphs can only \grow" linearly. For example, referringto the graph in Figure 1.1 which is at the same time an interval, trapezoid, permutation, andcocomparability graph, we can add a new vertex adjacent to one of the vertices 1, 2, 3, 4, or 5 withoutdestroying membership in any of these families; however, when looking at various intersection modelsof G featured in Figure 1.2, it seems as though we cannot add a new vertex adjacent to 6 withoutdestroying membership in each family.More than three decades ago Lekkerkerker and Boland [18] set out to identify the property thatprevented a chordal graph, namely a graph in which every cycle of length at least four has a chord,from \growing" in three directions at once. For this purpose, they de�ned an asteroidal triple to bean independent set of three vertices such that each pair of vertices is joined by a path that avoids theneighborhood of the third. For an illustration, the reader is referred to Figure 1.3 featuring variousinstances of asteroidal triples.
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Fig. 1.3. Various examples of asteroidal triplesLekkerkerker and Boland [18] demonstrated the importance of asteroidal triples in the following



4 D. G. CORNEIL, S. OLARIU AND L. STEWARTtheorem.Theorem 1.1. [18] A graph is an interval graph if and only if it is chordal and asteroidaltriple-free.Thus, it appears that the condition of being asteroidal triple-free (AT-free, for short) prohibitsa chordal graph from growing in three directions at once. The top three graphs in Figure 1.3 areexamples of chordal graphs that are not interval graphs.Later, Golumbic et al. [16] showed that cocomparability graphs (and, thus, permutation andtrapezoid graphs) are also AT-free. Subsequently, it was shown that the perfect AT-free graphsstrictly contain the cocomparability graphs [5]. Since C5 is AT-free, the AT-free graphs need not beperfect. However, an easy argument shows that the celebrated Strong Perfect Graph Conjecture istrue for asteroidal triple-free graphs [19].More than two decades ago, Gallai [14] in his monumentalwork on comparability graphs obtainedthe �rst characterization of AT-minimal graphs (i.e. graphs that contain an asteroidal triple and areminimal with this property) in terms of �fteen families of subgraphs. Actually, Gallai's list is notcomplete. Since he was only interested in graphs with no induced C5, all the AT-minimal graphscontaining a C5 are missing from [14]. For a full list of AT-minimal graphs the interested reader isreferred to [7]. After Gallai's paper, little work has been done on AT-free graphs.The main contribution of this work is to provide a number of structural results concerningasteroidal triple-free graphs. To anticipate, our main results1 are:1. We show that every connected AT-free graph has a dominating pair, that is, a pair of verticessuch that every path joining them is a dominating set;2. We provide properties of dominating pairs in AT-free graphs related to the concepts ofconnected domination and diameter;3. We provide a characterization of AT-free graphs in terms of dominating pairs;4. We provide a characterization of AT-free graphs in terms of minimal triangulations;5. We provide a decomposition theorem for AT-free graphs.The remainder of this work is organized as follows. Section 2 provides background materialalong with de�nitions of technical terms used throughout the paper. In x3 we study the existenceof dominating pairs in connected AT-free graphs. In x4 we discuss properties of dominating pairs inthe context of connected domination and show that some dominating pair achieves the diameter ofthe graph. In x5 we o�er two characterizations of AT-free graphs. Speci�cally, we provide charac-terizations of AT-free graphs in terms of dominating pairs and in terms of minimal triangulations.In x6 we show that an AT-free graph may be extended to another AT-free graph by attaching, toeach vertex in an appropriate dominating pair, a new vertex of degree one. This result leads to adecomposition theorem for AT-free graphs, whereby an AT-free graph is reduced to a single vertexby a sequence of contractions. In x7 we show that in AT-free graphs of diameter greater than three,the sets of vertices that can be in dominating pairs are restricted to two disjoint sets, thus strength-ening the intuition about the linear structure of this class of graphs. Finally, x8 o�ers concludingremarks and poses some open problems.2. Preliminaries. All graphs in this paper are �nite with no loops or multiple edges. Weuse standard graph-theoretic terminology compatible with [2] to which we refer the reader for basicde�nitions.As usual, we shall write G = (V;E) to denote a graph G with vertex-set V and edge-set E. Thecomplement of a graph G is the graph G having the same vertex-set as G; distinct vertices u and vare adjacent in G if and only if they are non-adjacent in G. For a vertex x in G, NG(x) denotes theset of all the vertices adjacent to x in G. The degree of vertex x in the graph G, denoted by dG(x),1for unde�ned terms the reader is referred to x2.



ASTEROIDAL TRIPLE-FREE GRAPHS 5is the cardinality of NG(x). A vertex x will be said to be pendant if its degree is one. We let N 0G(x)stand for the set of all the vertices adjacent to x in the complement G of G. The notation will beshortened to N (x), d(x), and N 0(x), respectively, whenever the context permits. If H is a subset ofthe vertex-set V of G, then GH will denote the subgraph of G induced by H. Occasionally, if noconfusion is possible, we shall use H as a shorthand for GH .A path is a sequence v0; v1; : : : ; vp of distinct vertices of G with vi�1vi 2 E for all i (1 � i � p).A chord in a path v0; v1; : : : ; vp is an edge vivj with i and j di�ering by more than one. A cycleof length p + 1 is a sequence v0; v1; : : : ; vp of distinct vertices of G such that vi�1vi 2 E for all i(1 � i � p) and vpv0 2 E. We let Pn and Cn denote the chordless path and cycle with n vertices,respectively. Unless stated otherwise, all paths in this work will be assumed to be chordless.A set S of vertices of graph G is said to be dominating if every vertex outside S is adjacent tosome vertex in S. Among dominating sets S that induce connected subgraphs of G, one is ofteninterested in those that have minimumcardinality. In the remainder of this paper such a dominatingset will be referred to as a mccds. A mccds that induces a path will be referred to as a path-mccds.A path joining vertices x and y is termed an x; y-path. A vertex u misses a path � if u isadjacent to no vertex on �; otherwise, u intercepts �. In a connected graph, a pair (u; v) of verticesis termed a dominating pair if all u; v-paths are dominating. For vertices u and v of graph G, welet D(u; v) denote the set of vertices that intercept all u; v-paths. In this terminology, (u; v) is adominating pair whenever D(u; v) = V . For vertices u, v, and x of graph G, we say that u and vare unrelated with respect to x if u 62 D(v; x) and v 62 D(u; x).Given a connected graphG = (V;E), the distance dG(u; v) (or d(u; v), for short) between verticesu and v is the length of a shortest path in G joining u and v. The diameter of G is de�ned asdiam(G) = maxu;v2V dG(u; v).Two vertices u and v such that d(u; v) = diam(G) are said to achieve the diameter.3. Dominating Pairs in AT-free Graphs. The main purpose of this section is to provea fundamental domination-related property of AT-free graphs. To state this property, recall thata pair of vertices (x; y) is a dominating pair in a graph G if all x; y-paths in G are dominatingsets. As it turns out, connected AT-free graphs always contain dominating pairs. Although it isstraightforward to see that connected interval, permutation, trapezoid, and cocomparability graphsall contain dominating pairs, it is somewhat surprising that, up to now, this property had not beennoticed for these classes of graphs.Throughout this section, we assume a connected AT-free graph G = (V;E) along with anarbitrary vertex x of G. We are now in a position to state the main result of this section.Theorem 3.1. Every connected asteroidal triple-free graph contains a dominating pair.The conclusion of Theorem 3.1 is implied by the following stronger result.Theorem 3.2. Let x be an arbitrary vertex of a connected asteroidal triple-free graph G. Either(x; x) is a dominating pair or else for a suitable choice of vertices y and z in N 0(x), (y; x) or (y; z)is a dominating pair.Our proof of Theorem 3.2 relies on a number of intermediate results about connected AT-freegraphs that we present next.Claim 3.3. Let u, v, and w be arbitrary vertices of G. If u 2 D(v; x), w 2 D(u; x) and u andw are not adjacent, then w 2 D(v; x).Proof. Suppose that w misses some v; x-path �: v = v0; v1; : : : ; vk = x. Let j be the largestsubscript for which u is adjacent to vertex vj of �: since u 2 D(v; x), such a subscript must exist.But now, w misses the u; x-path, u; vj; vj+1; : : : ; vk = x contradicting that w 2 D(u; x).In the remainder of this section, we shall use \unrelated" as a shorthand for \unrelated withrespect to x". The reader is referred to Figure 3.1 for an illustration. The paths con�rming that



6 D. G. CORNEIL, S. OLARIU AND L. STEWART
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�Fig. 3.1. Illustrating unrelated verticesvertices u and v are unrelated are drawn in heavy lines. We further assume that F is an arbitraryconnected component of N 0(x).Claim 3.4. F contains no unrelated vertices.Proof. If u and v are unrelated vertices in F , then the connectedness of F implies that fu; v; xgis an asteroidal triple.Claim 3.5. If u and v are vertices in F and if v 62 D(u; x), then D(u; x) � D(v; x).Proof. FromClaim3.4 it follows that u 2 D(v; x). Let w be an arbitrary vertex inD(u; x)nD(v; x).Clearly w 62 N (x). If w and u are not adjacent, then Claim 3.3 guarantees that w 2 D(v; x); if wand u are adjacent, then clearly w 2 F . If w misses some v; x-path then, in particular, v and w arenot adjacent. Thus, with � standing for some u; x-path missed by v, � [ fwg contains a w; x-pathmissed by v. But now, v and w are unrelated, contradicting Claim 3.4. Consequently, w 2 D(v; x)and D(u; x) � D(v; x); the inclusion is strict since v 62 D(u; x).A vertex y in F is called special if D(u; x) � D(y; x) for all vertices u in F . The followingstatement provides a characterization of special vertices.Claim 3.6. A vertex y in F is special if and only if F � D(y; x).Proof. First, if the vertex y is special then, for every vertex v in F , D(v; x) � D(y; x). Inparticular, v 2 D(v; x) implying that F � D(y; x).Conversely, suppose that F � D(y; x). Let u be an arbitrary vertex in F and let w be anarbitrary vertex in D(u; x). If w belongs to F then, since F � D(y; x), w 2 D(y; x); if w does notbelong to F , then u and w are not adjacent and Claim 3.3 guarantees that w 2 D(y; x), con�rmingthat D(u; x) � D(y; x). Since u is arbitrary, the claim follows.Claim 3.7. F contains a special vertex.Proof. Choose a vertex y in F with D(y; x) � D(t; x) for no vertex t in F . If y is not specialthen, by Claim 3.6, we �nd a vertex v in F with v 62 D(y; x). By Claim 3.5, D(y; x) � D(v; x)contradicting our choice of y.Claim 3.8. Let v be an arbitrary vertex in N 0(x) n F . Either v 2 D(w; x) for all vertices w inF , or v 62 D(w; x) for all vertices w in F .Proof. Suppose not; for a suitable choice of vertices w and w0 in F , we have v 2 D(w; x) andv 62 D(w0; x). Let � stand for a w0; x-path missed by v, and let �0 stand for a w;w0-path entirely



ASTEROIDAL TRIPLE-FREE GRAPHS 7within F . But now � [ �0 contains a w; x-path missed by v, contrary to our assumption.Claim 3.9. Let v be a vertex in N 0(x) n F . If F 6� D(v; x) then, for a special vertex u� in F ,u� 62 D(v; x).Proof. Write U = fu 2 F j u 62 D(v; x)g. Since F 6� D(v; x), U is nonempty. Choose a vertexu� in U such that D(u�; x) � D(u; x) for no vertex u in U . If u� is not special then, by Claim 3.6,there exists some vertex w in FnD(u�; x). In particular, u� and w are not adjacent. By Claim 3.5,D(u�; x) � D(w; x); by our choice of u�, w must belong to F n U . This, however, implies thatw 2 D(v; x). Since w 62 D(u�; x), Claim 3.4 implies that u� 2 D(w; x). Since u� and w are notadjacent, Claim 3.3 guarantees that u� 2 D(v; x), which is the desired contradiction.Call a vertex u of N 0(x) strong if N 0(x) � D(u; x). It is easy to verify that if u is a strong vertex,then (u; x) is a dominating pair in G. From now on, we shall tacitly assume that N 0(x) containsno strong vertices. A pair (y; z) of vertices in distinct components of N 0(x) is an admissible pair ifD(y; x) [D(z; x) � D(t; x) [D(t0; x) for no vertices t; t0 in distinct components of N 0(x).Notice that if N 0(x) is connected, Claim 3.7 implies that N 0(x) contains a special vertex which,by virtue of Claim 3.6, is strong. We shall, therefore, assume that N 0(x) is disconnected. Now, theabsence of strong vertices in N 0(x) guarantees the existence of admissible pairs. As it turns out,admissible pairs play a crucial role in our arguments. We now study some of their properties.Claim 3.10. Let Y and Z be two distinct components of N 0(x) and let vertices y in Y and zin Z be an admissible pair. Then, Y 6� D(z; x) and Z 6� D(y; x).Proof. Assume Z � D(y; x); then, in particular, z 2 D(y; x). To see that D(z; x) � D(y; x),note that for an arbitrary vertex w in D(z; x), w 2 D(y; x) whenever w 2 Z and that, by virtue ofClaim 3.3, w 2 D(y; x) whenever w 62 Z.Since y is not strong, we �nd a vertex y0 in N 0(x)nD(y; x). But now, either (z; y0) or (y; y0)contradicts our choice of (y; z). To see this, note that if y0 belongs to Y then, by Claim 3.5,D(y; x) � D(y0; x) and soD(y; x) [D(z; x) = D(y; x) � D(y0; x) � D(y0; x) [D(z; x):If y0 does not belong to Y , then D(y; x) [D(z; x) = D(y; x) � D(y0; x)[D(y; x). Since y0 does notbelong to D(y; x), the inclusion is strict. The fact that Y 6� D(z; x) follows by a similar argument.Claim 3.11. If (y; z) is an admissible pair, then N 0(x) � D(y; x) [D(z; x).Proof. We assume, without loss of generality, that vertices y and z belong to distinct connectedcomponents Y and Z of N 0(x), respectively. If the claim is false, we �nd a vertex w in N 0(x) n(D(y; x) [D(z; x)). Clearly, w 62 D(y; x) and w 62 D(z; x).Since G is AT-free, it is easy to verify thatno distinct vertices t; t0; t00 in N 0(x) are pairwise unrelated with respect to x:(3.1)We claim that w does not belong to Y [Z:(3.2)If the vertex w belongs to Y then, by Claim 3.5, D(y; x) � D(w; x) and since w 62 D(z; x),D(y; x) [D(z; x) � D(z; x) [D(w; x);contradicting that (y; z) is an admissible pair. The proof of the fact that w 62 Z is similar and, thus,omitted.



8 D. G. CORNEIL, S. OLARIU AND L. STEWARTFurther, we claim that for a suitable choice of vertices u and v in N 0(x)u 2 D(y; x)n(D(z; x) [D(w; x)) and v 2 D(z; x)n(D(y; x) [D(w; x)):(3.3)To justify (3.3), observe that by (3.2), y, z and w belong to distinct components of N 0(x). Since(y; z) is an admissible pair, D(y; x) [D(z; x) 6� D(z; x) [D(w; x);and, therefore, the required vertex u exists. A similar argument asserts the existence of vertex v.Next, we claim that y 2 D(z; x) [D(w; x) and z 2 D(y; x) [D(w; x):(3.4)To see this, note that if y 62 D(z; x) [D(w; x), then our choice of w guarantees that y and w areunrelated. Therefore, it must be that z 2 D(y; x) [ D(w; x), for otherwise y, z, and w would bepairwise unrelated, contradicting (3.1). Consider the vertex v speci�ed in (3.3); since z 2 D(y; x) [D(w; x) and v 2 D(z; x)n(D(y; x)[D(w; x)), Claim 3.3 implies that z and v are adjacent. But nowfy; v; wg is an asteroidal triple; this follows since y and w are unrelated, and both v; w and v; y areunrelated by (3.3) and Claim 3.8. Along similar lines, one can prove that z 2 D(y; x) [ D(w; x).Thus, (3.4) must hold.Further, we claim that u 2 Y and v 2 Z:(3.5)By (3.4), y 2 D(z; x) [D(w; x); by (3.3), u 2 D(y; x)n(D(z; x) [D(w; x)). It follows that u and yare adjacent, for otherwise we contradict Claim 3.3. The fact that v 2 Z is proved similarly.To complete the proof of Claim 3.11, we �rst observe that (3.5), (3.3), and Claim 3.8 combined,guarantee that u 62 D(v; x) and v 62 D(u; x), and so u and v are unrelated. Similarly, by (3.5), (3.3),and Claim 3.8, the vertices u and w are unrelated, as are v and w. But now, the vertices u, v, andw are pairwise unrelated, contradicting (3.1). With this, the proof of Claim 3.11 is complete.We are now in a position to give the proof of Theorem 3.2.Proof. (Theorem 3.2) If N 0(x) is empty, then (x; x) is a dominating pair. If N 0(x) is nonemptybut contains a strong vertex y, then clearly (x; y) is a dominating pair. Otherwise, let (y; z) be anadmissible pair in N 0(x). We assume, without loss of generality, that y and z belong to distinctconnected components Y and Z of N 0(x), respectively. By Claim 3.10, Claim 3.9, and Claim 3.8 we�nd special vertices y� in Y and z� in Z such that y� 62 D(z�; x) and z� 62 D(y� ; x). Put di�erently,y� and z� are unrelated. Furthermore, since y� and z� are special, we have D(y; x) [ D(z; x) �D(y� ; x)[D(z�; x), implying that (y�; z�) is also an admissible pair.We claim that (y�; z�) is a dominating pair in G.By Claim 3.11, any vertex v that misses some y�; z�-path must be in N (x). (Observe that v andx are distinct, since every y�; z�-path contains at least one vertex in N (x).) Since y� and z� areunrelated, y� misses some z�; x-path � and z� misses some y�; x-path �0. But now, we have reacheda contradiction; fy�; z�; vg is an asteroidal triple. To see this, note that, by assumption, v missessome y�; z�-path; in addition y� misses the z�; v-path � [fvg and z� misses the y�; v-path �0 [fvg.It is perhaps interesting to note that Claim 3.4 suggests the following characterization of AT-freegraphs. The proof is immediate and left to the reader.Theorem 3.12. A graph G is AT-free if and only if for every vertex x of G, no component Fof N 0(x) contains unrelated vertices.



ASTEROIDAL TRIPLE-FREE GRAPHS 94. Distance Properties of Dominating Pairs. The purpose of this section is to exam-ine various distance-related properties featured by dominating pairs in connected AT-free graphs.Speci�cally, we study the maximum distance between vertices of a dominating pair, as well as therelationship between dominating pairs and minimum cardinality connected dominating sets. In par-ticular, we show that in every connected AT-free graph, some dominating pair achieves the diameter(Theorem 4.3) and some dominating pair forms the endpoints of a path-mccds (Theorem 4.6). Tobegin, we state a property of connected AT-free graphs that will be used throughout this section.Claim 4.1. A connected asteroidal triple-free graph G is a clique if and only if it contains nonon-adjacent dominating pair.Proof. The \only if" part is trivial. To prove the \if" part, note that if G is not a clique then, forsome vertex x of G, N 0(x) is nonempty. By Theorem 3.2, there exist vertices y; z 2 N 0(x) such thateither (x; y) is a dominating pair (with x and y non-adjacent) or, failing this, (y; z) is a dominatingpair. In the latter case, the vertices y and z belong to distinct connected components of N 0(x) and,consequently, must be non-adjacent.In the remainder of this section we assume a connected AT-free graph G which is not a clique.Claim 4.1 guarantees that we can �nd a non-adjacent dominating pair (x; y0) in G. Let F be theconnected component of N 0(x) containing y0, and let Y be the set of vertices y in F for which (x; y)is a dominating pair in G. A vertex a in F n Y is called an attractor if Y � D(a; x).Claim 4.2. F contains no attractors.Proof. If the statement is false then the set A of attractors in F n Y is nonempty. Let a� be avertex in A for which D(a�; x) � D(a; x), for no vertex a in A. We claim that (a�; x) is a dominatingpair in G. If the statement is false, we �nd a vertex t that misses some a�; x-path �. However,(i) t 62 A by our choice of a� and Claim 3.5, combined;(ii) t 62 Y because Y � D(a�; x);(iii) t 62 N 0(x) n F , for otherwise t would miss a y0; x-path. Such a path is contained in theconcatenation of � with a y0; a�-path in F ;(iv) t 62 F n (A[Y ). Since Y � D(a�; x), t must be adjacent to every vertex in Y , implying thatt belongs to A, a contradiction.The next result concerns the maximum distance between vertices in a dominating pair.Theorem 4.3. In every connected asteroidal triple-free graph some dominating pair achievesthe diameter.Our proof of Theorem 4.3 relies on the following intermediate result.Lemma 4.4. Let G be a connected AT-free graph and let vertices x and a of G be such thatd(x; a) = diam(G). If (x; y) is a dominating pair with vertex y in N 0(x), then there exists a vertexz such that (x; z) is a dominating pair and d(x; z) = diam(G).Proof. Clearly, we may assume that d(x; a) � 2. Let Y be the set of vertices y in N 0(x) suchthat (x; y) is a dominating pair.We assume that a does not belong to Y , for otherwise there is nothing to prove. Observe thatY is contained in the component of N 0(x) containing a; otherwise, d(x; y) = 2 and d(x; a) = 2, sinceevery path joining x and y must dominate a.By virtue of Claim 4.2, a cannot be an attractor; we �nd a vertex y in Y such that y 62D(a; x). In particular, a and y are non-adjacent. Consider an arbitrary shortest x; y-path �(x; y):x = u0; u1; : : : ; uk = y. Since (x; y) is a dominating pair, a must be adjacent to some vertexuj. Since a and y are non-adjacent, j < k. But now, diam(G) = d(x; a) � d(x; uj) + 1 � d(x; y)� diam(G), implying that (x; y) is a dominating pair with d(x; y) = diam(G). This completes theproof of Lemma 4.4.We now give a proof of Theorem 4.3.



10 D. G. CORNEIL, S. OLARIU AND L. STEWARTProof. (Theorem 4.3) Let vertices x and a be such that d(x; a) = diam(G). Let C be theconnected component of N 0(x) containing a. We may assume that x is in no dominating pairinvolving a vertex in N 0(x), otherwise we are done by Lemma 4.4. By the proof of Theorem 3.2,there exists a dominating pair (y; z) with vertices y and z belonging to distinct components of N 0(x).We observe that precisely one of y and z belongs to C; otherwise, d(y; z) = 2 and we are done. (Tosee this, note that if neither of y and z is in C, then a must be adjacent to a neighbor of x; therefore,diam(G) = d(a; x) = 2 and 2 � d(y; z) � diam(G), implying that (y; z) is a dominating pair ofdistance diam(G).) Furthermore, we may assume that d(y; z) < diam(G); otherwise, (y; z) is thedesired dominating pair.Assume without loss of generality that y belongs to C and that z belongs to some componentC 0 (6= C) of N 0(x). If there exists a shortest z; y-path �(z; y): z = u0; u1; : : : ; uk = y such that ais adjacent to uj, for some j < k, then diam(G) = d(x; a) � d(x; uj) + 1 � d(z; uj) + 1 � d(z; y) �diam(G), and (y; z) is the required dominating pair. Otherwise, y is the only vertex on � adjacentto a and diam(G) = d(x; a) � d(a; z) � d(y; z) + 1 � diam(G). Therefore d(a; z) = diam(G) andthe conclusion follows by Lemma 4.4.Thus, in a connected AT-free graph, some dominating pair achieves the diameter. We nowconsider shortest dominating paths and their relation to connected dominating sets. In the remainderof this section we shall �nd it convenient to make use of a special notation that we now introduce.When referring to a path �, we shall denote by � � y the path obtained from � by removing y, oneof its endpoints. Similarly, we let � + x denote the path obtained from � by the addition of x as anew endpoint.Theorem 4.5. Every connected asteroidal triple-free graph has a path-mccds.Proof. Let G be a connected AT-free graph, let D be an arbitrary mccds and let (x; y) be anarbitrary dominating pair in G. We may assume that j D j � 3; otherwise there is nothing to prove.We note that if fx; yg � D then D induces a path:(4.1)This follows from the fact that every x; y-path � in D is a connected dominating set, implying thatD = �.Next, we claim thatif x 2 D or y 2 D then some mccds induces a path:(4.2)To justify (4.2) assume, without loss of generality, that x 2 D. By (4.1), we may assume that y 62 D.Let Y consist of all the vertices in D adjacent to y. Since D is connected, we �nd a path � joiningx and a vertex y0 in Y , such that all vertices in � � y0 are in DnY . Either D = � or � + y is adominating path of cardinality at most j D j. Thus, (4.2) must hold.By (4.1) and (4.2), combined, we may assume that neither x nor y belongs to D. Let X and Ybe the sets of vertices inD adjacent to x and y, respectively. Observe that X and Y must be disjoint,for otherwise with w standing for an arbitrary vertex in X \Y , fx;w; yg induces a dominating pathand there is nothing to prove. Connectedness of D guarantees the existence of vertices x0 in X, y0in Y , and of an x0; y0-path � in D, all of whose internal vertices are in Dn(X [ Y ). We claim thatj Dn� j = 1:(4.3)To see that this is the case, observe that if D = � then we are done; if j Dn� j > 1, then � + x+ yis a dominating path of cardinality at most j D j. Thus, (4.3) must hold.By (4.3) we write fzg=Dn�. Since the path �+x is of cardinality j D j, we �nd a vertex u thatmisses � + x. Similarly, since the path � + y is of cardinality j D j, we �nd a vertex v that misses



ASTEROIDAL TRIPLE-FREE GRAPHS 11� + y. The following are easily seen:� u 6= v and uy; vx are edges; (otherwise, we contradict that (x; y) is a dominating pair)� u and v are not adjacent; (else, fu; x; y0g is an AT in G)� u 6= z, v 6= z, and both uz; vz are edges; (otherwise, we contradict that D is a connecteddominating set)� x0z; y0z are both edges; (if x0z is not an edge, then fu; x0; vg is an AT).We claim that fu; z; vg is a mccds.To see this, let w be a vertex that misses the path induced by fu; z; vg. Since D is dominating, wmust be adjacent to some vertex on �. But now, it is easy to con�rm that fu; v; wg is an AT.Next, we show that Theorem 4.5 can be strengthened.Theorem 4.6. In every connected asteroidal triple-free graph the endpoints of some path-mccdsare a dominating pair.Our proof of Theorem 4.6 relies on the following technical result.Lemma 4.7. Let G be a connected asteroidal triple-free graph and let �(x; a) be a path-mccdsin G with endpoints a and x. If x belongs to a dominating pair involving a vertex in N 0(x), thenthere exists a vertex y in N 0(x) such that (x; y) is a dominating pair and each shortest x; y-path isa mccds.Proof. Write �(x; a): x = u0; u1; : : : ; uk = a. We may assume that k � 2. Let C be thecomponent of N 0(x) containing a. Observe that every vertex that forms a dominating pair with xmust belong to C. To clarify this, suppose such a vertex t belongs to a component C 0 distinct fromC. Then, since the path �(x; a) is dominating, t is adjacent to u1 implying that d(x; t) = 2 � k, andthere is nothing to prove.Let Y be the set of all special vertices in C. It is easy to see that x forms a dominating pair withevery vertex in Y . Thus, we may assume that a 62 Y . Note that if some vertex in Y is adjacent to ujwith j < k then we are done; otherwise, a is an attractor, contradicting Claim 4.2. This completesthe proof of Lemma 4.7.Proof. (Theorem 4.6) For convenience, we inherit the notation of Lemma 4.7. We may assumethat �(x; a) is a path-mccds and that x is in no dominating pair involving a vertex inN 0(x), otherwisewe are done by Lemma 4.7. By the proof of Theorem 3.2, there exists a dominating pair (y; z) withy and z in distinct components of N 0(x). We observe that precisely one of the vertices y and zbelongs to C; otherwise, d(y; z) = 2 � k and we are done.Assume without loss of generality that y 2 C and that z belongs to a component C 0 distinctfrom C. Note that since �(x; a) is dominating, z is adjacent to u1. Thus, y is adjacent to a and tono other vertex on �(x; a), for otherwise d(y; z)� k.We claim that at least one of the paths �(x; a)�x+y or �(x; a)�x+ z is dominating. Observethat both of these paths are of length k and each of them is anchored at a vertex belonging to adominating pair. Therefore, once we establish this claim the conclusion of Theorem 4.6 follows fromLemma 4.7. If neither of these paths is dominating then� there exists a vertex v missing �(x; a)� x+ y; trivially, both vx and vz are edges;� there exists a vertex w missing �(x; a)� x+ z; trivially, both wx and wy are edges.But now, we have reached a contradiction: fa;w; zg is an AT, and the proof of the theorem iscomplete.5. Two Characterizations of AT-free Graphs. The goal of this section is to o�er twocharacterizations of AT-free graphs. To motivate our �rst characterization, notice that Theorems 3.1and 3.2 do not lead to a necessary and su�cient condition for a graph to be AT-free. For example,vertices achieving the diameter in the C6 constitute a dominating pair. Furthermore, if we add a



12 D. G. CORNEIL, S. OLARIU AND L. STEWARTuniversal vertex to an arbitrary graph, we obtain a graph that has a dominating pair consisting ofthe universal vertex and any other vertex. Clearly, any attempt to provide a characterization ofAT-free graphs involving dominating pairs must not only be based on induced subgraphs, it mustalso restrict the types of dominating pairs. For example, the graph C6 contains an AT, yet everyinduced subgraph has a dominating pair.The �rst goal is to provide a characterization of AT-free graphs based on dominating pairs. Asindicated previously, such a result must restrict the types of dominating pairs. In particular, weimpose an adjacency condition on G with dominating pair (x; y), whereby the connected componentof G n fxg containing y has a dominating pair (x0; y) with x0 adjacent to x. As illustrated in Figure5.1, the graph C6 fails this criterion. Here, (x; y) is a dominating pair in the graph, yet neither(x0; y) nor (x00; y) is a dominating pair in the graph obtained by removing vertex x.
� �

��

��� Fig. 5.1. C6We begin by stating a simple property of vertices in AT-free graphs which is of independentinterest.Claim 5.1. Let u, v, and y be vertices in a connected asteroidal triple-free graph, such thatv 62 D(u; y). If D(u; y) 6� D(v; y) then, for some vertex w in D(u; y), v and w are unrelated withrespect to y.Proof. Let � be a u; y-path missed by v. Let w be an arbitrary vertex in the set D(u; y)nD(v; y).Since w does not belong toD(v; y), w misses some v; y-path. Since w belongs to D(u; y), w intercepts� and, moreover, � [ fwg contains a chordless w; y-path missed by v, con�rming that v and w areunrelated with respect to y.Let � = u1; u2; : : : ; uk and �1 = v1; v2; : : : ; vl be two paths. We shall refer to the pathu1; u2; : : : ; ui with i � k as a pre�x of �. A vertex w is a cross point of � and �1 if w = ui = vj andthe four vertices ui�1, vj�1, ui+1, and vj+1 are all de�ned and distinct.For later reference, we now investigate properties of asteroidal triples. Let G be a graph con-taining an AT. Choose an induced subgraph H of G with the least number of vertices such thatsome triple fx; y; zg is an AT in H. Let �(x; y), �(x; z), and �(y; z) be paths in H demon-strating that fx; y; zg is an AT. In the following we write �(x; y) : x = u1; u2; : : : ; uk = y,�(x; z) : x = v1; v2; : : : ; vl = z, and �(z; y) : z = w1; w2; : : : ; wt = y. Clearly, the choice of Hguarantees that x, y, and z have degree at most two.Claim 5.2. No pair of paths among �(x; y), �(x; z), and �(y; z) has a cross point.Proof. Suppose that the paths �(x; y) and �(x; z) have a cross point w, such that w = ui = vj.Observe that the de�nition of a cross point and the minimality of H, combined, guarantee that 3 � i



ASTEROIDAL TRIPLE-FREE GRAPHS 13and 3 � j. Since the paths demonstrate that fx; y; zg is an AT, i � k � 2 and j � l � 2. But now,in H 0 = H n fvj�1g, y misses the x; z-path u1; u2; : : : ; ui = vj; vj+1; : : : ; z and x misses the y; z-pathy; uk�1; : : : ; ui = vj; vj+1; : : : ; z. Thus, fx; y; zg is an AT in H 0, contradicting the minimality of H.Claim 5.3. Let i be the largest subscript for which there exists a subscript j such that ui = vjand ui+1 6= vj+1. Then, i = j and ut = vt for all 1 � t � i.Proof. Since y are z are distinct and u1 = v1, the subscript i in the statement of the claimalways exists. Since, by Claim 5.2, ui cannot be a cross point, we must have ui�1 = vj�1. Let t bethe least value for which ui�t 6= vj�t. We may assume that such a t exists, for otherwise there isnothing to prove.Clearly, u1 = v1 implies that t � minfi � 2; j � 2g. Consequently, we can remove vertex vj�tfrom H, while still ensuring that fx; y; zg is an AT in the remaining graph. This contradictioncompletes the proof of the claim.Lemma 5.4. There exist unique vertices x0, y0, z0 in H such that(i) The unique path between x and x0 is a pre�x of both �(x; y) and �(x; z);(ii) The unique path between y and y0 is a pre�x of both �(y; x) and �(y; z);(iii) The unique path between z and z0 is a pre�x of both �(z; x) and �(z; y).Proof. Claim 5.3 guarantees that one can associate with x a unique vertex x0 corresponding tothe largest subscript for which ui = vi. Put di�erently, the path x = u1; u2; : : : ; ui = x0 in H is thecommon pre�x of both �(x; y) and �(x; z). In a perfectly similar way one can de�ne vertices y0 andz0. As it turns out, vertices x0, y0, z0 have a number of interesting properties. We present some ofthem next.Claim 5.5. The vertices x0, y0, and z0 are either all distinct or else they coincide.Proof. Suppose that exactly two of the vertices x0; y0; z0 coincide. Symmetry allows us toassume that x0 = y0. Write x0 = ui and y0 = wt�k+i. Since x0(= y0) cannot be a cross pointof �(x; z) and �(z; y), we must have vi+1 = wt�k+i�1. Now an argument similar to that of theproof of Claim 5.3 guarantees that the subpaths of �(x; z) and �(z; y) between z and x0 coincide, acontradiction.Claim 5.5 and the minimality of H, combined, imply the following result.Corollary 5.6. Vertices x0, y0, and z0 coincide if and only if H is isomorphic to the graph inFigure 5.2.Claim 5.7. Vertex x0 is distinct from x if and only if dH(x) = 1. Furthermore, if x0, y0 and z0are distinct, and x0 6= x then xx0 is an edge.Proof. First, observe that if x0 = x then, by Claim 5.3, dH(x) = 2. Conversely, if verticesx and x0 are distinct, then �(x; y) and �(x; z) have at least one edge in common, con�rming thatdH(x) = 1.To settle the second part of the claim, assume that x0 = ui with 3 � i. Since x0; y0; z0 aredistinct, ui�1 misses the path �(y; z) and, thus, fui�1; y; zg is an AT in H n fxg. The conclusionfollows.For reasons that will become clear later, we shall say that a connected graphH with a dominatingpair satis�es the spine property if for every non-adjacent dominating pair (�; �) in H, there existsa neighbor �0 of �, such that (�0; �) is a dominating pair of the connected component of H n f�gcontaining �. We are now in a position to state the �rst main result of this section.Theorem 5.8. (The Spine Theorem) A graph G is asteroidal triple-free if and only if everyconnected induced subgraph H of G satis�es the spine property.Proof. To settle the \only if" part, let G be an AT-free graph and let H be any connectedinduced subgraph of G. We may assume that H is not a clique (complete), since otherwise it has
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�Fig. 5.2. Illustrating Corollary 5.6the spine property. By Claim 4.1, H has a non-adjacent dominating pair (�; �). Let C� denote theconnected component of H n f�g that contains �. Let A denote N (�) \C�. We choose a vertex ~�in A such that D(~�; �) � D(t; �) for no vertex t in A.We claim that (~�; �) is a dominating pair in C�:(5.1)To see that (5.1) holds, suppose that a vertex t in C� misses some ~�; �-path. Observe that t mustbelong to A, for otherwise this path extends to an �; �-path in H missed by t, contradicting that(�; �) is a dominating pair. Our choice of ~� guarantees that D(~�; �) 6� D(t; �). By Claim 5.1 we�nd a vertex w in D(~�; �) such that t and w are unrelated with respect to �. Note that w belongs toA, otherwise the t; �-path missed by w would extend to an �; �-path missed by w. But now, w andt are in the same component of N 0(�) and are unrelated with respect to �, contradicting Claim 3.4.This completes the proof of the \only if" part.To prove the \if" part, let H be an induced subgraph of G with the least number of vertices inwhich some set fx; y; zg is an AT. Further, let �(x; y), �(x; z), and �(y; z) be (chordless) paths inH demonstrating that fx; y; zg is an AT.Claim 5.9. If H has an adjacent dominating pair, it also has a non-adjacent dominating pair.Proof. Suppose that (a; b) is an adjacent dominating pair in H and let A = fv j av 2 E; bv =2 Eg;B = fv j bv 2 E; av =2 Eg and C = fv j av; bv 2 Eg. By the minimality of H, every vertex ofHnfx; y; zg is on at least one � path. If x = a, then y and z are in B and Hnfbg contains an ATon fx; y; zg. Thus we may assume that fa; bg \ fx; y; zg = ;. Furthermore it is easy to see that Aand B each contain at least one of fx; y; zg, otherwise one of a or b can be removed from H withoutdestroying the AT. We now have two cases.Case 1: x 2 A, y 2 B, z 2 C:Since a and b must be on at least one � path, �(x; z) = x; a; z and �(y; z) = y; b; z. Consider�(x; y) = v1(= x); v2; : : : ; vk(= y). First we note that none of v2; : : : ; vk�2 can be in A since such avertex together with y and z would form an AT in Hnfxg. Similarly none of v3; : : : ; vk�1 can be inB. Thus all of v3; : : : ; vk�2 (if they exist) must be in C. If v2 is in C, then B = fyg and (a; y) is anon-adjacent dominating pair; if vk�1 is in C, then (x; b) is a non-adjacent dominating pair. Thusv2 is in B, vk�1 is in A and all of v3; : : : ; vk�2 are in C. Now if k > 4, then fv2; vk�1; zg forms anAT in Hnfx; yg; otherwise (x; b) is a non-adjacent dominating pair.



ASTEROIDAL TRIPLE-FREE GRAPHS 15Case 2: x 2 A, y; z 2 B:Since each of a and b must belong to some � path, we may assume that a 2 �(x; y) and �(y; z) =y; b; z. Furthermore we may assume that the degree of x is 2 since otherwise (x; b) would be anon-adjacent dominating pair. We now study �(x; y) = v1(= x); v2(= a); : : : ; vk(= y) and note bythe fact that �(x; y) is chordless that the only vertex of �(x; y), other than x that could be in Ais v3. Similarly we let �(x; z) = u1(= x); u2; : : : ; uj(= z) and note that no vertex on �(x; z) otherthan x and possibly u2 may be adjacent to a since otherwise an x; z-path through a contradicts theminimality of H. We distinguish two subcases:Case 2.1: v3 2 A:First we show that k = 4 (i.e. v3 is adjacent to y). To see this, note that if (x; b) is not a dominatingpair then there exists a chordless x; b-path, P , and a vertex w in A missing P . Furthermore, v4 mustbe adjacent to b. If w = v3, then we have an AT on fx; v3; zg in Hnfyg; for the x; z-path considerthe induced path on P and the edge bz. If w 6= v3, then w is on �(x; z) and we have fv3; y; zg beingan AT in Hnfxg; now the v3; z-path consists of the subpath of �(x; z) from z to w together withthe edges wa and av3. Thus k = 4.Now look at �(x; z). Since the degree of x is 2, a is not on �(x; z). If u2 is in A, then j = 3 (i.e.u2 is adjacent to z); otherwise fu2; y; zg would be an AT in Hnfxg. Now if u2v3 is an edge, then(x; b) is a non-adjacent dominating pair; otherwise (u2; v3) is a non-adjacent dominating pair.Thus we may assume that u2 is not in A and therefore is adjacent to b. If j = 3, then (y; u2) isa non-adjacent dominating pair. Suppose v3 is not adjacent to some ui, 2 < i < j; then fui; x; ygforms an AT in Hnfzg. If u2 is not adjacent to v3, then fx; v3; zg forms an AT in Hnfyg; otherwise,(x; b) is a non-adjacent dominating pair.Case 2.2: v3 =2 A:Thus all of v3; : : : ; vk are adjacent to b. Thus (x; b) is a non-adjacent dominating pair since b isadjacent to all vertices of H except x and possibly u2, which is adjacent to x.We now assume that H has a non-adjacent dominating pair (a; b).Claim 5.10. Vertices a and b are distinct from x, y, z, x0, y0, and z0.Proof. To begin, we show that a and b are distinct from x, y, and z. Suppose not; we mayassume, without loss of generality, that a = x. Since (a; b) is a dominating pair, b must belong to�(y; z). Consider the x; b-path contained in the concatenation of �(x; y) with the y � b portion of�(y; z). This path is missed by z, unless vertices b and z are adjacent. A mirror argument showsthat b and y are also adjacent.Since, by assumption, H satis�es the spine property and vertices a and b are non-adjacent, weshould be able to �nd a neighbor b0 of b such that (a; b0) is a dominating pair in H n fbg. However,if b0 belongs to �(x; y), then z misses the corresponding b0; a-path; if b0 belongs to �(x; z), then ymisses a b0; a-path. The fact that a is distinct from x0 follows by an identical argument, whose detailsare omitted.Claim 5.10 has the following interesting corollary.Claim 5.11. Each pair of vertices x and x0, y and y0, and z and z0 must coincide.Proof. First, observe that the vertices x0; y0; z0 are distinct, for otherwise, by Corollary 5.6, His isomorphic to the graph in Figure 5.2 which does not satisfy the spine property.If the statement is false, then we may assume, without loss of generality, that x and x0 aredistinct. By Claim 5.7, x has degree 1 in H. By Claim 5.10, a (respectively b) is distinct from bothx and x0, implying that x misses some a; b-path, a contradiction.By virtue of Claim 5.11 and Claim 5.7 combined, x, y and z have degree exactly two in H and,moreover, H is biconnected. Without loss of generality, let vertices a and b belong to �(x; y) andto �(x; z), respectively. Observe that vertices a and y must be adjacent, for otherwise the a; b-paththrough x is missed by y. Similarly, vertices b and z are also adjacent, else the a; b-path through x



16 D. G. CORNEIL, S. OLARIU AND L. STEWARTis missed by z. Further, either a or b is adjacent to x, for if not, then the a; b-path through y and zis missed by x. Symmetry allows us to assume, without loss of generality, that a and x are adjacent.We claim that vertices b and x are adjacent:(5.2)Since vertices a and b are not adjacent, and since H is biconnected, the spine property guaranteesthat we can �nd a neighbor a0 of a, such that (a0; b) is a dominating pair of H n fag. Clearly, a0cannot be x; if b and x are not adjacent, then a0 cannot be y. Therefore, a0 must belong to �(y; z).But now, x misses the a0; b-path containing z, a contradiction. Thus, (5.2) must hold.To complete the proof of the \if" part, we claim that(b; y) is a dominating pair:(5.3)It is clear that once (5.3) is proved, we have reached a contradiction: by Claim 5.10, y cannot be ina dominating pair.To prove (5.3) consider a vertex c that misses a path � joining b and y. Since (a; b) is adominating pair, � does not involve a. Trivially, c must belong to �(y; z). But now, fc; x; yg is anAT in H n fag. To see this, note that � + x is an x; y-path missed by c; the y; c-path consisting ofthe portion of �(y; z) from y to c is missed by x; �nally, �(x; z) concatenated with the c� z portionof �(y; z) contains a c; x-path missed by y. This completes the proof of Theorem 5.8.Let G = (V;E) be a connected AT-free graph and let (x; y) be an arbitrary non-adjacent domi-nating pair in G. Construct a sequence x0; x1; : : : ; xk of vertices of G and a sequence G0; G1; : : : ; Gkof subgraphs of G de�ned as follows:i) G0 = G and x0 = x;ii) for all i (0 � i � k � 1), xiy 62 E and xky 2 E;iii) for all i (1 � i � k), let Gi stand for the subgraph of Gi�1 induced by the component ofGi�1 n fxi�1g containing y;iv) for all i (1 � i � k), let xi be a vertex in Gi adjacent to xi�1 and such that (xi; y) is adominating pair in Gi.The existence of the sequence x0; x1; : : : ; xk is guaranteed by the Spine Theorem. The sequencex0; x1; : : : ; xk; y will be referred to as a spine of G. For an illustration of the Spine Theorem thereader is referred to Figure 5.3. The sequence of graphs featured in Figure 5.3 begins with a graphG with vertex-set fa; b; c; d; e; x; yg and with dominating pair (x; y). The sequence continueswith the graph G n fxg with dominating pair (a; y), and so on. The spine of the graph G is featuredin heavy lines.Note that the existence of a sequence of vertices and a sequence of subgraphs, as de�ned in i)through iv) above, does not necessarily imply that the graph is AT-free. For example, let (x; y) bethe dominating pair (1; 4) of the graph G of Figure 5.4. The vertex sequence 1; 7 and the subgraphsequence G;Gnf1g satisfy i) - iv) above; nevertheless, G is not AT-free (f2; 4; 6g is an AT). However,the Spine Theorem is not contradicted since the induced subgraph G n f7g has a dominating pair(1,4) yet G n f1; 7g has no dominating pair consisting of 4 and a neighbor of 1.The second goal of this section is to give a characterization of AT-free graphs in terms of minimaltriangulations. Let G = (V;E) be an arbitrary graph. A triangulation T (G) of G is a set of edgessuch that the graph G0 = (V;E[T (G)) is chordal. A triangulation T (G) is minimal when no propersubset of T (G) is a triangulation of G. Recently, M�ohring [20] proved the following result.Theorem 5.12. [20] If G is an asteroidal triple-free graph, then for every minimal triangulationT (G) of G, the graph G0 = (V;E [ T (G)) is an interval graph.The remainder of this section is devoted to proving the converse of Theorem 5.12. A di�erentproof of the converse was obtained independently by A. Parra [23].
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Fig. 5.3. Illustrating the Spine Theorem
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�Fig. 5.4. A graph GTheorem 5.13. A graph G is asteroidal triple-free if and only if, for every minimal triangulationT (G) of G, the graph G0 = (V;E [ T (G)) is an interval graph.Our arguments rely, in part, on the following result which is of independent interest.Lemma 5.14. Let G be an arbitrary graph and let H = (V (H); E(H)) be an induced subgraphof G. Let T (H) be an arbitrary minimal triangulation of H. There exists a minimal triangulationT (G) of G such that the only edges in T (G) joining vertices in H are those in T (H).Proof. If the statement is false, then we select a minimal triangulation T (G) of G that adds asfew new edges to H as possible. Since T (H) is a triangulation of H, some edge uv with both u and vin H, present in T (G) but not in T (H), must be the unique chord of a set C of C4's, each having (atleast) one vertex outside H. Let w and w0 be the remaining vertices of such a C4 with w outside H.The removal from T (G) of the edge uv and the addition of the ww0 edge(s), will triangulate all C4'sin C, but may create new cycles, each of which contains at least one vertex (such as w) that is notin H. Each such cycle will be triangulated by adding all possible chords incident with a particularvertex outside H. The addition of these edges may create new cycles that will be triangulated ina similar fashion. Since the graph is �nite, we eventually have a triangulation T 0(G) that has onefewer H edges than T (G). Any minimal triangulation in T 0(G) also has one fewer H edges thanT (G), thereby contradicting our choice of T (G).Proof. (Theorem 5.13) The \only if" part follows from Theorem 5.12.To prove the \if" part, let G be a graph containing an AT. Choose an induced subgraph H =(V (H); E(H)) of G with the least number of vertices such that some triple fx; y; zg is an AT inH. Let �(x; y), �(x; z), and �(y; z) be paths in H demonstrating that fx; y; zg is an AT, and write�(x; y) : x = u1; u2; : : : ; uk = y, �(x; z) : x = v1; v2; : : : ; vl = z, and �(z; y) : z = w1; w2; : : : ; wt =y. Clearly, the choice of H guarantees that x, y, and z have degree at most two.Our plan is to exhibit a minimal triangulation T (H) of H that results in a non-interval graphH 0 = (V (H); E(H)[T (H)). For this purpose, let x0, y0, and z0 be the vertices speci�ed in Lemma 5.4and consider the triangulation T (H) of H returned by the following procedure:Step 1. If x0 = y0 = z0 then set T (H) ; and return;Step 2. Let F be the graph obtained from H by removing vertices x; y; z and by adding the edgesu2v2 (in case x = x0), uk�1wt�1 (in case y = y0), and vl�1w2 (in case z = z0). Let T (F ) be anarbitrary minimal triangulation of F . Return T (H)  T (F ) [ fxu2; xv2; yuk�1; ywt�1; zvl�1; zw2g(in case x 6= x0 one adds the edge xx0 instead of the edges xu2 and xv2, etc).



ASTEROIDAL TRIPLE-FREE GRAPHS 19Now Claim 5.5 along with an easy ad-hoc argument shows that T (H) is a minimal triangulationof H and that fx; y; zg is still an AT in the graph H 0 = (V (H); E(H) [ T (H)). By Lemma 5.14,there must exist some minimal triangulation T (G) of G such that H 0 is an induced subgraph ofG = (V;E [ T (G)). The conclusion follows.6. Augmenting AT-free Graphs. The purpose of this section is twofold. First, we exhibita structural property of AT-free graphs that naturally allows one to \stretch" an AT-free graph toa new AT-free graph. This in turn provides a condition under which two AT-free graphs can be\glued together" to form a new AT-free graph (Corollary 6.10). Next, we provide a decompositiontheorem for AT-free graphs.To begin, we address the issue of creating new AT-free graphs out of old ones. Speci�cally,we show how to \augment" an arbitrary AT-free graph G to obtain a new AT-free graph. Thisaugmentation will be accomplished by �nding a particular dominating pair (x; y) and by addingnew vertices x0 and y0 adjacent to x and y, respectively. This augmentation of G again con�rmsour intuition about the linear structure of AT-free graphs, since the dominating pair (x; y) has beenstretched to a new dominating pair (x0; y0).
�
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��

�
� �

�

Fig. 6.1. Illustrating pokable and unpokable verticesIn preparation for stating the �rst main result of this section, we need to de�ne a few terms.A vertex v of an AT-free graph G is called pokable if the graph G0 obtained from G by adding apendant vertex adjacent to v is AT-free; otherwise, it is called unpokable. For example, referring toFigure 6.1, vertex u is pokable since the addition of a pendant vertex u0 does not create an AT inthe graph. At the same time, vertex v is unpokable, for the addition of the vertex v0 creates the ATfa; b; v0g. A dominating pair (x; y) is referred to as pokable if both x and y are pokable. For furtherreference, we take note of the following simple observation whose proof is routine.Observation 6.1. A vertex v of an asteroidal triple-free graph G is unpokable if and only ifthere exist vertices u and w in G such that u and w are unrelated with respect to v and there is au;w-path in G that does not contain v.Whenever we have a vertex v for which there exist vertices u and w unrelated with respect to v,we shall refer to the following induced paths, which must exist by the de�nition of unrelated vertices:



20 D. G. CORNEIL, S. OLARIU AND L. STEWARTa v; u-path v = u0; u1; : : : ; up = u missed by w, and a v; w-path v = w0; w1; : : : ; wq = w missed byu. We are now in a position to make the previous discussion precise.Theorem 6.2. Every connected asteroidal triple-free graph contains a pokable dominating pair;furthermore, every connected asteroidal triple-free graph which is not a clique contains a non-adjacentpokable dominating pair.Proof. The theorem is trivial for cliques. We shall, therefore, assume that G is not a clique.Now, Claim 4.1 guarantees the existence of a non-adjacent dominating pair (x; y0) in G. Let F bethe connected component of N 0(x) containing y0, and let Y stand for the set of vertices y in F forwhich (x; y) is a dominating pair in G. The conclusion of Theorem 6.2 is implied by the followingtechnical result that will be proved later.Lemma 6.3. Y contains a vertex y such that G has no unrelated vertices with respect to y.Let us examine how Theorem 6.2 follows from Lemma 6.3. Note that Lemma 6.3, together withObservation 6.1, implies that Y contains a pokable vertex. Let � be a pokable vertex in Y and let Xdenote the set of vertices x0 in the same component of N 0(�) as x, for which (�; x0) is a dominatingpair. Clearly x belongs to X, and so X is not empty. By applying Lemma 6.3 again, with � as the\anchor", we �nd a pokable vertex � in X. The proof of Theorem 6.2 is established by noting that(�; �) is the desired non-adjacent pokable dominating pair.Proof. (Lemma 6.3) The proof is by induction on the number of vertices in G. Assume that thelemma is true for all connected AT-free graphs with fewer vertices than G. We now present variousfacts that are used in the proof.Claim 6.4. Let v be a vertex in Y such that vertices u and w are unrelated with respect to v inG. Then, all vertices ui and wj (1 � i � p; 1 � j � q), belong to F .Proof. Without loss of generality let i be the smallest subscript for which ui lies outside F .Trivially, ui must belong to N (x). Since w cannot miss the v; x-path, v = u0; u1; : : : ; ui; x and sincew is adjacent to no vertex on the path v = u0; u1; : : : ; ui, it follows that w belongs to N (x).Similarly, since u cannot miss the v; x-path, v = w0; w1; : : : ; wq = w; x and since u is adjacentto no vertex on the path v = w0; w1; : : : ; wq, it follows that u belongs to N (x). But now, fu; v; wgis an AT, contradicting G being AT-free.It is important to note that, by virtue of Claim 6.4, Lemma 6.3 is established as soon as weexhibit a vertex y in Y such that there are no unrelated vertices with respect to y in the subgraphof G induced by F . If F and Y coincide, then by the induction hypothesis such a vertex must exist.Therefore, from now on, we shall assume thatF n Y 6= ;:(6.1)Let Y1; Y2; : : : ; Yk (k � 1) be the connected components of the subgraph of G induced by Y .Claim 6.5. Let t be a vertex in F n Y . If some vertex z in Yi satis�es z 2 D(t; x), thenYi � D(t; x).Proof. If the claim is false, then we �nd vertices z; z0 in Yi such that z 2 D(t; x) and z0 62 D(t; x).Since Yi is a connected subgraph of G, there exists a chordless path z = s1; s2; : : : ; sr = z0 joining zand z0 in G, with all internal vertices in Yi.Let j be the smallest subscript for which sj 62 D(t; x). Since z0 62 D(t; x), such a subscriptmust exist. But now, in G, sj�1 and sj are non-adjacent and sj misses some t; x-path, while sj�1intercepts all such paths. It follows that sj misses a sj�1; x-path, a contradiction, since sj�1 belongsto Y .Claim 6.6. Y induces a disconnected subgraph of G.Proof. First, we claim that j Y j � 2:(6.2)



ASTEROIDAL TRIPLE-FREE GRAPHS 21If (6.2) is false, then Y = fy0g. Let U stand for the set of all vertices in F adjacent to y0. Notethat (6.1), along with the connectedness of F , guarantee that U is nonempty. But now, for every uin U , Y = fy0g � D(u; x). Thus, u is an attractor, contradicting Claim 4.2. Therefore, (6.2) holds.Note that by virtue of (6.2) it makes sense to talk about Y being disconnected in the complement.We now continue the proof of Claim 6.6. If Y = Y1, then (6.1) and the connectedness of F implythe existence of a vertex z in Y adjacent to some vertex t in F nY . Note, in particular, that z belongsto D(t; x) and so, by Claim 6.5, Y � D(t; x). However, now t is an attractor, a contradiction. Withthis, the proof of Claim 6.6 is complete.Claim 6.7. Let v be a vertex in Y such that vertices u and w are unrelated with respect to v inG. Then,� for all i, (1 � i � p), v belongs to D(ui; x), and� for all j, (1 � j � q), v belongs to D(wj ; x).Proof. Since v is adjacent to u1, it follows that v 2 D(u1; x). Let i be the smallest subscript forwhich v does not belong to D(ui; x). Let � be a ui; x-path missed by v. Note that w must intercept�, for otherwise w would miss a v; x-path contained in fv; u1; : : : ; uig [ �. However, now fu; v; wgis an AT. The proof that v belongs to D(wj ; x) follows by a mirror argument.For every i, (1 � i � k), let Ti stand for the set of vertices t in F n Y with the property thatYi � D(t; x). By renaming the Yi's, if necessary, we ensure thatj T1 j � j T2 j � : : : � j Tk j :Claim 6.8. Every vertex in T1 is adjacent to all vertices in Y1.Proof. The statement is vacuously true if T1 is empty. Now assume that T1 is nonempty andlet t be a vertex in T1 non-adjacent to some z in Y1. Since, by Claim 4.2, t cannot be an attractor,we �nd a subscript j, (j � 2), such that for some z0 in Yj, z0 does not belong to D(t; x). Thust 2 T1 n Tj . Now, jT1j � jTjj implies that there must exist a vertex t0 in Tj n T1. By Claim 6.5,z does not belong to D(t0; x). Note that t does not belong to D(t0; x), otherwise, by Claim 3.3, zwould belong to D(t0; x), a contradiction.Since z0 does not belong to D(t; x), in particular, z0 is not adjacent to t. The fact that t doesnot belong to D(t0; x) implies the existence of a t0; x-path �0 missed by t. Since z0 2 D(t0; x), z0intercepts �0 and thus �0[fz0g contains a z0; x-path missed by t, contradicting that z0 is in Y .We now continue the proof of Lemma 6.3. Let Z be a connected component of the subgraphof G induced by Y1. By the induction hypothesis, Z contains a vertex v, such that Z has nounrelated vertices with respect to v. To complete the proof of Lemma 6.3, we only need show thatF has no unrelated vertices with respect to v. Suppose u and w in F are unrelated with respectto v. By Claims 6.5 and 6.7, combined, all the vertices ui and wj (1 � i � p; 1 � j � q) belongto Y or to T1. By Claims 6.6 and 6.8, and the fact that the paths, v = u0; u1; : : : ; up = u andv = w0; w1; : : : ; wq = w, are chordless, it follows that at most u1 and w1 belong to T1 [ Y nY1.However, if either u1 or w1 is in T1 [ Y nY1 then, by Claims 6.6 and 6.8, the edge u1w or the edgew1u must be present, contradicting the fact that u and w are unrelated with respect to v. Thus,all the ui's and wj 's belong to Y1. In fact, since Z is a connected component of Y1, all the ui's andwj's must belong to Z, a contradiction. This completes the proof of Lemma 6.3.Theorem 6.2 implies the following results that are interesting in their own right.Corollary 6.9. Every asteroidal triple-free graph is either a clique or contains two non-adjacent pokable vertices.Corollary 6.10. (The Composition Theorem) Given two asteroidal triple-free graphs G1and G2, and pokable dominating pairs (x1; y1) and (x2; y2) in G1 and G2, respectively, let G bethe graph constructed from G1 and G2 by identifying vertices x1 and x2. Then, G is an asteroidaltriple-free graph.



22 D. G. CORNEIL, S. OLARIU AND L. STEWARTThe reader is referred to Figure 6.2 for an illustration of the Composition Theorem.
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��Fig. 6.2. Illustrating the Composition TheoremWe now show that the existence of a pokable dominating pair in a connected AT-free graphleads to a natural decomposition scheme. In preparation for stating the second main result of thissection, we �rst give a necessary and su�cient condition for a vertex in a dominating pair to bepokable. Speci�cally, we have the following result.Claim 6.11. Let G be a connected asteroidal triple-free graph with a dominating pair (x; y).Then x is pokable if and only if there are no unrelated vertices with respect to x.Proof. The \if" part is easily seen. To prove the \only if" part, consider unrelated vertices uand v with respect to x. In particular, we �nd a v; x-path missed by u and a u; x-path missed byv. Since (x; y) is a dominating pair, u and v intercept every path joining x and y. Let � be such apath and let u0 and v0 be vertices on � adjacent to u and v, respectively. Trivially both u0 and v0 aredistinct from x. But now, there exists a u; v-path in G that does not contain x (this path containsvertices u0, v0 and a subpath of �), implying that x is not pokable.Let G = (V;E) be a connected AT-free graph with at least two vertices and let (x; y) be apokable dominating pair in G. De�ne a binary relation R on G by writing for every pair u, v ofvertices: u R v () D(u; x) = D(v; x):(6.3)Clearly, R is an equivalence relation; let C1; C2; : : : ; Ck (k � 1), be the equivalence classes of G=R.A class Ci is termed non-trivial if j Ci j � 2. The existence of non-trivial equivalence classes withrespect to R is not immediately obvious. In what follows, we assume that the pokable dominating



ASTEROIDAL TRIPLE-FREE GRAPHS 23pair (x; y) is chosen to be non-adjacent whenever possible. The following result guarantees thatnon-trivial equivalence classes always exist.Claim 6.12. G=R contains at least one non-trivial equivalence class.Proof. If N 0(x) is empty then the class containing y, C(y), is equal to V and is therefore non-trivial. Otherwise, Theorem 6.2 and our choice of x and y, combined, guarantee that x and y arenon-adjacent. Let F be the connected component of N 0(x) containing y and let Y stand for thesubset of F consisting of all the vertices that are in a dominating pair with x. Clearly, y 2 Y , andso Y is nonempty. If F contains at least two vertices then (6.2) guarantees that Y itself contains atleast two vertices and so the equivalence class containing y is non-trivial.We may, therefore, assume that F = fyg. Let y0 be an arbitrary neighbor of y in N (x). Clearly,D(y0; x) = V , for otherwise if some vertex z does not belong to D(y0; x), then z must miss they; x-path consisting of y, y0, and x. Consequently, the equivalence class containing y is non-trivialand the proof of Claim 6.12 is complete.Remark: In fact, the proof of Claim 6.12 also tells us that the class C(y) containing y is alwaysnon-trivial as long as the original graph has at least two vertices.A non-trivial class C of G=R is said to be valid if C induces a connected subgraph of G. Asbefore, the existence of valid equivalence classes is not immediately obvious. As we shall prove next,such classes always exist. Speci�cally, we propose to show that C(y) is valid. As it will turn out, allvalid classes of G=R enjoy very interesting properties that will allow us to select an arbitrary one forthe purpose of decomposing the original graph. This freedom of choice opens the door to paralleldecomposition algorithms for AT-free graphs.Claim 6.13. G=R contains at least one valid equivalence class.Proof. If N 0(x) is empty, then C(y) = V and there is nothing to prove. We may thereforeassume that N 0(x) is nonempty. As before, we may also assume that y belongs to N 0(x). Let F bethe connected subgraph of N 0(x) containing y, let Y stand for the subset of F consisting of all thevertices that are in a dominating pair with x, and let C(y) be the equivalence class containing y.Notice that every vertex w that belongs to N (x) and to C(y) must be adjacent to all the verticesin F . In particular, if such a vertex exists, then C(y) which by Claim 6.12 is non-trivial, must beconnected and, thus, valid.We will assume, therefore, that N (x) and C(y) are disjoint. In turn, this implies that C(y) = Y .Recall that, by Claim6.6, Y induces a disconnected subgraph ofG, con�rming that C(y) is connectedas a subgraph of G. The conclusion follows.Let S be a set of vertices of G. The graph G0 is said to arise from G by an S-contraction if G0contains all the vertices in G n S along with a new vertex s adjacent, in G0, to all the vertices inG nS that were adjacent, in G, to some vertex in S. Our next result states a fundamental propertyof valid equivalence classes, namely that contracting any of them will result in an AT-free graph.The details are spelled out as follows.Lemma 6.14. Let C be an arbitrary valid equivalence class of G=R. The graph G0 obtainedfrom G by a C-contraction is asteroidal triple-free.Proof. Let c be the vertex in G0 obtained by contracting C. To begin, we claim thatthere are no vertices u; v in G0 such that fu; v; cg is an AT:(6.4)To justify (6.4) note that if �(u; v) is a u; v-path missed by c, then the same path is missed, in G,by all the vertices in C. Let �(u; c) be a u; c-path in G0 missed by v. Then, there exists a vertex c1in C such that v misses the path �(u; c)� c+ c1. Similarly, let �(v; c) be a v; c-path in G0 missed byu. There must exist a vertex c2 in C such that u misses the path �(v; c)� c+ c2. Since C induces aconnected subgraph of G, there exists a path joining c1 and c2 all of whose internal vertices are in



24 D. G. CORNEIL, S. OLARIU AND L. STEWARTC. By a previous observation, both u and v miss this path. Therefore, for a suitably chosen vertexc0 in C, fu; v; c0g is an AT in G, a contradiction. Thus, (6.4) must hold.To complete the proof of Lemma 6.14, let fu; v; wg be an arbitrary AT in G0. By (6.4), c isdistinct from u; v; w. Let �(u; v), �(u;w), and �(v; w) be paths in G0 con�rming that fu; v; wg isan AT. If c belongs to none of these paths, then fu; v; wg is an AT in G. We may therefore assumewithout loss of generality that c belongs to �(u; v). Since w misses �(u; v), it is clear that w isadjacent to no vertex in C.We claim that there exists a path �0(u; v) in G missed by w. This path contains the samevertices as �(u; v) outside of C. Inside C it contains a path between two vertices c0 and c00 of C suchthat: � w misses a u; c0-path consisting of a subpath of �(u; v);� w misses a c00; v-path consisting of the remaining vertices in �(u; v)� c.This completes the proof of Lemma 6.14.The example in Figures 6.3 and 6.4 shows that the connectivity of the equivalence class C inLemma 6.14 is required, if we are to guarantee that the resulting graph is AT-free. To wit, thegraph G featured in Figure 6.3 is AT-free with a pokable dominating pair (x; e). The contractionof the equivalence class fa; bg yields the graph G0 in Figure 6.4, which has the AT fa0; b0; w0g.For the reader's bene�t, the various values of the D(�; x) sets, along with the equivalence classescorresponding to the graph in Figure 6.3 are summarized in Table 1 below.
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� �Fig. 6.3. A graph GLet C(y) be the equivalence class containing y. Let G0 be the graph obtained from G by a C(y)-contraction. Recall that the proof of Claim 6.13 guarantees that C(y) is valid and so, Lemma 6.14asserts that the graph G0 is also AT-free. Let y0 be the vertex of G0 obtained by contracting C(y).We now show that, in fact, more can be said about G0. Speci�cally, we have the following result.Lemma 6.15. (x; y0) is a pokable dominating pair in G0.Proof. To begin, we establish that (x; y0) is a dominating pair in G0. For this purpose, supposethat there exists some path �(x; y0) joining x and y0, missed by a vertex w. Clearly, w is adjacent,in G, to no vertex in C(y). In particular, w is not adjacent to y. Since C(y) is valid, w misses, in G,a y; x-path consisting of all the vertices in �(x; y0), along with a suitable path in C(y). Therefore,(x; y0) must be a dominating pair in G0.



ASTEROIDAL TRIPLE-FREE GRAPHS 25Equivalence Class D(�; x)x fx; 1; 2g1,2 V n fc; d; ega0 V nfc; dga; b: V nfdgb0 V nfegw; c; d; e VTable 6.1Illustrating the various equivalence classes
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� �Fig. 6.4. The graph G0 obtained by contracting fa; bgNext, we show that both x and y0 are pokable vertices of G0. Suppose that x is not pokable.Now Claim 6.11 guarantees the existence of unrelated vertices u and v (with respect to x). This, inturn, implies the existence of paths �(v; x) and �(u; x) in G0, missed by u and v, respectively. Since(x; y0) is a dominating pair in G0, y0 belongs to neither of these paths. But now, these paths musthave been paths in G, a contradiction.Finally, suppose that y0 is not pokable. By virtue of Claim 6.11 this implies the existenceof vertices u and v and of paths �(v; y0) and �(u; y0) in G0, missed by u and v, respectively. Inparticular, neither u nor v is adjacent to y0. In turn, this implies that neither u nor v is adjacent toa vertex in C(y). But now, in G, there exists a u; y-path missed by v and a v; y-path missed by u,contradicting that y is pokable. This completes the proof of Lemma 6.15.At this stage, the reader may wonder whether the class C(y) is the only one whose contractionleaves x pokable. The answer is provided by the following result that complements Lemma 6.15.Lemma 6.16. Let C be an arbitrary valid equivalence class in an asteroidal triple-free graph G,and let G0 be the graph obtained from G by a C-contraction. If C is distinct from C(x) and C(y),then (x; y) is a pokable dominating pair in G0.Proof. Let c be the vertex of G0 obtained by the C-contraction. By assumption, c is distinctfrom y and from x. We begin by showing that (x; y) is a dominating pair in G0. Suppose that thereexists some path �(x; y) joining x and y in G0, missed by a vertex w. Clearly, c must belong to�(x; y). Notice that w is adjacent, in G, to no vertex in C. Since C is valid, w misses, in G, a



26 D. G. CORNEIL, S. OLARIU AND L. STEWARTy; x-path consisting of all the vertices in �(x; y) � c, along with a suitable path in C. Thus, (x; y)must be a dominating pair in G0.Next, we show that both x and y are pokable vertices of G0. If x is not pokable, Claim 6.11guarantees the existence of vertices u and v unrelated with respect to x. In turn, this implies theexistence of paths �(v; x) and �(u; x) in G0, missed by u and v, respectively. Since x is pokable inG, c must belong to (at least) one of these paths. Symmetry allows us to assume, with no loss ofgenerality, that c belongs to �(u; x). The fact that v misses �(u; x) guarantees that v is adjacent, inG, to no vertex in C. But now, we have reached a contradiction: v misses a u; x-path in G consistingof all the vertices of �(u; x) outside C along with a suitably chosen path in C. Thus, x must bepokable in G0.A perfectly similar argument, whose details are omitted, asserts that y is also pokable. Withthis, the proof of Lemma 6.16 is complete.Lemmas 6.15 and 6.16, combined, set the stage for a decomposition theorem for AT-free graphs.Consider an AT-free graph G = (V;E) and let (x; y0) be a pokable dominating pair in G. LetG0; G1; : : : ; Gk be a sequence of graphs de�ned as follows:i) G0 = G;ii) For all i, (0 � i � k � 1), let Ri be the equivalence relation de�ned on Gi by settinguRiv () D(u; x) = D(v; x), and let C be an arbitrary valid equivalence class of Gi=Ri.Let Gi+1 be the graph obtained from Gi by a C-contraction; (i.e. Gi+1 contains all thevertices in GinC as well as a new vertex c which is adjacent to all vertices in GinC thatwere adjacent to at least one vertex in C);iii) Gk consists of a single vertex.Such a sequence G0; G1; : : : ; Gk is called involutive. The reader is referred to Figure 6.5 featuringthe �rst �ve graphs in an involutive sequence of the given graph. Note that in the transition fromG2 to G3 in Figure 6.5 two equivalence classes could be contracted, namely fa; bg and fd; efghg.We have selected to contract the class C = fa; bg.The obvious question is whether every connected AT-free graph has such an involutive sequence.This fundamental question is answered in the a�rmative in the following theorem.Theorem 6.17. Every connected asteroidal triple-free graph G has an involutive sequence.Proof. We shall assume that G is not a clique, since otherwise there is nothing to prove. ByTheorem 6.2, we �nd a non-adjacent pokable dominating pair (x; y0) in G. Consider the transitionfrom Gi to Gi+1 for some i (0 � i � k � 1). Let C be an arbitrary valid equivalence class in Gi=Ri,and let (x; yi) be a pokable dominating pair in Gi. De�ne yi+1 to be yi in case C is distinct fromC(yi) and to be the vertex obtained by contracting C(yi), otherwise. Clearly, Gi+1 is connectedwhenever Gi is. By Lemmas 6.14, 6.15, and 6.16, combined, Gi+1 is AT-free and (x; yi+1) is apokable dominating pair in Gi+1. This completes the proof of Theorem 6.17.We close with the obvious question: can such an involutive sequence be constructed e�ciently?7. Dominating Pairs in High Diameter AT-free Graphs. The purpose of this sectionis to show that, in a connected AT-free graph with diameter larger than three, the set of verticesthat can be in dominating pairs is restricted to two disjoint sets. Speci�cally, we have the followingresult.Theorem 7.1. Let G be a connected asteroidal triple-free graph with diameter at least four.There exist nonempty, disjoint sets X and Y of vertices of G such that (x; y) is a dominating pairif and only if x 2 X and y 2 Y .We note that Theorem 7.1 is best possible in the sense that for AT-free graphs of diameter lessthan four, the sets X and Y are not guaranteed to exist. To wit, C5 and the graph of Figure 7.1
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Fig. 6.5. Illustration of an involutive sequence



28 D. G. CORNEIL, S. OLARIU AND L. STEWARTprovide counterexamples of diameter two and three, respectively.���s s ssssFig. 7.1. An AT-free graph of diameter threeProof. Let (x0; y0) be a dominating pair in G achieving the diameter. (The existence of such apair follows from Theorem 4.3.) Let Y stand for the set of all the vertices y in G such that (x0; y) isa dominating pair, and let X be the set of all the vertices x in G for which (x; y0) is a dominatingpair. We propose to show that X and Y are the sets with the property speci�ed in Theorem 7.1.Our proof relies on a number of intermediate results that we present next.To begin, we note that x0 2 X and y0 2 Y:(7.1)In addition, by Claim 6.6, both X and Y are disconnected in G:(7.2)Our choice of x0 and y0 guarantees thatx0 (respectively y0) is adjacent to no vertices in Y (respectively X):(7.3)Otherwise, (7.1) and (7.2) would imply that d(x0; y0) � 3.Note that (7.2) and (7.3) combined guarantee thatX and Y are disjoint:(7.4)The following argument justi�es (7.4). If z 2 X \ Y then, in particular, z 2 X and so (z; y0) is adominating pair. By (7.2), there exists a z; y0-path contained in Y . By (7.3), x0 misses this path,contradicting the fact that (z; y0) is a dominating pair.Let x and y be arbitrary vertices in X and Y , respectively. We claim that(x; y) is a dominating pair:(7.5)To justify (7.5), suppose that some vertex u misses an x; y-path �. Observe that (7.2) guaranteesthe existence of an x0; y-path contained in � [ X. Since (x0; y) is a dominating pair, this pathis dominating. By (7.3), y0 must be adjacent to a vertex of � n fxg. Thus, � [ fy0g contains anx; y0-path. This path must be dominating and so u must be adjacent to y0. A perfectly similarargument shows that u is adjacent to x0, contradicting that x0 and y0 achieve the diameter.Next, let x be an arbitrary vertex in X. We claim thatif (x; z) is a dominating pair then z 2 Y:(7.6)Trivially, z 62 X; since diam(G) � 4, x and z are not adjacent. If z 62 Y , there exists an x0; z-path� missed by some vertex u. Note that �[X contains an x; z-path. Since, by assumption, (x; z) is adominating pair, this path is dominating and so y0 must intercept it. By (7.3) y0 intercepts �nfx0g.Since (x0; y0) is a dominating pair it follows that u is adjacent to y0. Trivially, u is not adjacentto x, otherwise the path y0; u; x which is dominating implies that x and x0 are adjacent and sod(x0; y0) � 3. Further, u and x being non-adjacent guarantees that x and x0 are also non-adjacent,



ASTEROIDAL TRIPLE-FREE GRAPHS 29else u misses the x; z-path contained in �[fxg. Now, (7.2) guarantees that some x0 in X is adjacentto both x0 and x. Since (x; z) is a dominating pair, u must be adjacent to x0. However, this impliesthat d(x0; y0) � 3, a contradiction.Let y be an arbitrary vertex in Y . As above, we can prove thatif (y; z) is a dominating pair then z 2 X:(7.7)Note that by virtue of (7.4), (7.5), (7.6), and (7.7), to complete the proof of Theorem 7.1 weonly need to prove that if (v; w) is a dominating pair then v 2 X and w 2 Y (or v 2 Y and w 2 X).Suppose not.By (7.5), (7.6), and (7.7) it must be that v 62 X [ Y and w 62 X [ Y . Let F be the componentof N 0(x0) that contains Y . (Observe that diam(G) � 4 guarantees that Y is restricted to a uniquecomponent of N 0(x0).) We claim that v or w belongs to F:(7.8)To justify (7.8), consider a shortest v; w-path in G. By assumption, this path is dominating and soboth x0 and y0 must intercept it. Assume, without loss of generality, that y0 intercepts the path\closer" to w than x0, at a vertex t. Trivially, x0 is adjacent to no vertex on this path from t to w,and the conclusion follows.Let H be the component of N 0(y0) that contains X. By virtue of (7.8) we may assume, withoutloss of generality, that w 2 F and that v 2 H. Now, observe that y0 can miss no w; x0-path sincesuch a path extends inside H to a w; v-path missed by y0. Similarly, no vertex y 2 Y non-adjacentto y0 can miss a w; x0-path; otherwise, y would miss a y0; x0-path, a contradiction. Let y 2 Y be avertex that misses some w; x0-path �. By the previous argument, y and y0 are adjacent. However,since (w; v) is a dominating pair, y must intercept every w; v-path contained in �[H, implying thaty is adjacent to some neighbor x0 of x0. But now we have reached a contradiction: x0 and y0 arejoined by a path of length three.With this the proof of Theorem 7.1 is complete.8. Concluding Remarks and Open Problems. Many families of graphs including intervalgraphs, permutation graphs, trapezoid graphs, and cocomparability graphs demonstrate a type oflinear ordering on their vertex sets. It is precisely this linear order that is exploited, in one form oranother, in a search for e�cient algorithms for these classes of graphs. The classes mentioned areknown to have wide-ranging practical applications. In addition, they are all subfamilies of the classof graphs called asteroidal triple-free graphs (AT-free, for short).This work is the �rst attempt2, known to us, at investigating structural properties of the AT-freegraphs. In this direction our contributions are as follows:1. We showed that every connected AT-free graph has a dominating pair, that is, a pair ofvertices such that every path joining them is a dominating set;2. We provided properties of dominating pairs in AT-free graphs related to the concept ofconnected domination and diameter;3. We provided a characterization of AT-free graphs in terms of dominating pairs;4. We provided a characterization of AT-free graphs in terms of minimal triangulations;5. We provided a decomposition theorem for AT-free graphs.The authors have also addressed some algorithmic questions with respect to asteroidal triple-freegraphs. Speci�cally, in [9], O(jV j+ jEj) time algorithms are given for �nding a pokable dominating2A preliminary version of this work has appeared in [8]



30 D. G. CORNEIL, S. OLARIU AND L. STEWARTpair in a connected AT-free graph G = (V;E), and for �nding all dominating pairs in a connected AT-free graph G = (V;E) of diameter greater than three. Included in the latter algorithm is an e�cientprocedure for computing all of the \D" sets, with respect to a particular pokable dominating pairvertex. An extended abstract of [9] can be found in [11]. Some preliminary results and an alternativeapproach to the dominating pair problem can be found in [10] and [12], respectively.Many other questions are still open. For example, it is well known [17] that cocomparabilitygraphs have a linear ordering; this ordering exempli�es the linear structure we observe in intervalgraphs, permutation graphs and trapezoid graphs. It would be interesting to see whether the AT-free graphs also possess some linear ordering. Such an ordering could, conceivably, be exploited foralgorithmic purposes.A further natural question to ask is: \What are the roles of dominating pairs and pokable verticesin the subfamilies of AT-free graphs?" It is clear that the extreme vertices of any intersectionrepresentation, for a connected graph in any of the subfamilies, form a dominating pair. Someadditional partial answers to this question have been given, in a slightly di�erent setting, in [21] and[22]. Investigating further properties of dominating pairs and pokability in each of these particularfamilies promises to be a fruitful area for further research.Recently M�ohring [20] has added to the understanding of the linear structure of AT-free graphsby showing that the pathwidth of an AT-free graph equals its treewidth.Just as there are many families of perfect AT-free graphs, one would expect to see a rich hierarchyof families of non-perfect AT-free graphs. So far nothing is known here. Since perfect AT-free graphsstrictly contain cocomparability graphs, it would be interesting to study the perfect AT-free graphs.The fastest recognition algorithm known to us runs in O(n3) time with an n-vertex graph asinput. It is a tantalizing open problem to produce a recognition algorithm that is more e�cient,perhaps, even optimal.Acknowledgements. The authors are indebted to A. Parra for pointing out an error in theoriginal proof of Lemma 5.14 and to E. Koehler for pointing out an error in the original proof ofTheorem 5.8. In addition, the authors wish to thank two anonymous referees for an exceptionallythorough reviewing job. Their constructive comments have greatly contributed to improving thepresentation. D.G. Corneil and L. Stewart wish to thank the Natural Sciences and EngineeringResearch Council of Canada for �nancial assistance. L. Stewart thanks the Government of Francefor �nancial support in 1992-93. S. Olariu was supported, in part, by the National Science Foundationunder grants CCR-9407180 and CCR-9522093 and by ONR grant N00014-1-95-0779.REFERENCES[1] K. A. Baker, P. C. Fishburn, and F. S. Roberts, Partial orders of dimension 2, Networks, 2 (1972), pp. 11{28.[2] J. A. Bondy, U. S. R. Murty, Graph Theory with Applications, North-Holland, New York, 1976.[3] K. S. Booth and G. S. Lueker, Testing for the consecutive ones property, interval graphs, and graph planarityusing PQ-tree algorithms, J. Comput. System Sci., 13 (1976), pp. 335{379.[4] K. S. Booth and G. S. Lueker, A linear time algorithm for deciding interval graph isomorphism, J. Assoc.Comput. Mach., 26 (1979), pp. 183{195.[5] F. Cheah, A recognition algorithm for II-graphs, Doctoral thesis, Department of Computer Science, Universityof Toronto, Technical Report 246/90, 1990.[6] D. G. Corneil and P. A. Kamula, Extensions of permutation and interval graphs, Eighteenth SoutheasternInternational Conference on Combinatorics, Graph Theory and Computing, Boca Raton, Fla., February1987. Congr. Numer. 58 (1987), pp. 267{275.[7] D. G. Corneil, S. Olariu, L. Stewart, Asteroidal triple-free graphs, Department of Computer Science, Uni-versity of Toronto, Technical Report 262/92, June 1992.[8] D. G. Corneil, S. Olariu, L. Stewart, On the linear structure of graphs: asteroidal triple-free graphs, GraphTheoretic Concepts in Computer Science WG '93, Utrecht, The Netherlands, June 1993. Lecture Notes inComputer Science 790, J. van Leeuwen (ed.), Springer-Verlag, Berlin, 1994, pp. 211{224.
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