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The position of a world point’s solar shadow depends on its geographical location, the geometrical rela-
tionship between the orientation of the sunshine and the ground plane where the shadow casts. This
paper investigates the property of solar shadow trajectories on a planar surface and shows that camera
parameters, latitude, longitude and shadow casting objects’ relative height ratios can be estimated from
two observed shadow trajectories. One contribution is to recover the horizon line and metric rectification
matrix from four observations of two shadow tips. The other contribution is that we use the design of an
analemmatic sundial to get the shadow conic and furthermore recover the camera’s geographical loca-
tion. The proposed method does not require the shadow casting objects or a vertical object to be visible
in the recovery of camera calibration. This approach is thoroughly validated on both synthetic and real
data, and tested against various sources of errors including noise, number of observations, objects loca-
tions, and camera orientations. We also present applications to image-based metrology.

� 2010 Elsevier Inc. All rights reserved.
1. Introduction

Estimating geographic information is a high-level problem in
computer vision [40,16,24,34,26]. A lot of cameras are mounted
over the Earth to undertake video surveillance, observe weather
patterns, monitor coastline or navigation. Thereby, a large number
of outdoor or indoor images emerge on the internet, which are
valuable for people with various purposes like tourism, security,
or forensics. The ability to determine geographical information
from visual cues is a significant work because many images are
captured at different places over the entire Earth. Geo-location
can provide plenty of background information including local cli-
mate, average temperature and rainfall, population density [16].

Currently, there are mainly three types of geo-locating meth-
ods: feature matching based methods [40,16,24], photometry
based method [34] and geometry based methods [26]. The limita-
tions shared within feature matching methods are the dependence
on a great quantity of GPS tagged signals and the high complexity
in the matching process between input images and known signals.
The photometry based method provides the access to the angular
velocity of the Sun and the angle of each scene point’s projection
on the solar plane by analyzing the time-varying color model.
The geometry based method avoids the GPS tagged information
and relieves the constraints for the scene. The inputs to the geo-
metric method are observed objects, e.g. the solar shadows, which
are able to provide necessary geometric relationships among geo-
ll rights reserved.
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graphic location, scene geometry, and camera orientation. Belong-
ing to this line of research, our approach also needs to remove the
perspective distortions [26].

Due to the perspective distortion, the number of imaged pixels of
the same target varies significantly depending on the distance be-
tween the camera and the target. In video surveillance applications,
removing the distortion will not only reduce the number of pixels to
be processed for speed-up, but also improve the tracking perfor-
mance [8]. Metric rectification is preliminary for geo-location esti-
mation since the achievement of latitude from the geometric
relationship residing in the analemmatic sundial, holds true only
in the world coordinate system. Although the traditional camera cal-
ibration methods [15] are able to remove the perspective and affine
distortions, they usually involves taking images of some special pat-
tern with known 3D geometry, extracting features and minimizing
their re-projection errors. These methods often produce very good
results whereas not only require the Euclidian information but also
the special shapes from the calibration patterns such as sphere [39],
coplanar circles [7], surface of revolution [37,11], stars in the sky
[20], 2D or 1D objects [3,36,41] and symmetric objects [3]. Multiple
view approaches [14,29] avoid the use of special calibration objects,
but typically require more than three views, have higher computa-
tional cost, and involve non-linear problems.

Objects and their solar shadows are common in the real world
[1,2,4–6,9], especially in outdoor environments. Shadows are
important because they provide important visual cues, e.g. depth
and shape, in our perception of the world [5,6,9,28]. They are also
useful for computer vision applications such as planar object
detection [38], building detection [22], visual surveillance
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[33,17,23,18,30,25] and inverse lighting [32,27]. However, shad-
ows are not frequently addressed in 3D vision. Some few examples
include the relationship between the shadows and object structure
by Kriegman and Belhumeur [21,2], object recognition by Van Gool
et al. [35], and shadow segmentation by Yacoob and Davis [38].
There has been some investigation of outdoor camera calibration
(e.g. [10]) while most methods attempt to eliminate shadows for
better performance rather than exploiting their properties to esti-
mate camera parameters. Shadows are interesting for camera cal-
ibration [4] since the shadows of two parallel vertical lines cast
on the planar ground plane by an infinite point light source are also
parallel, which together with the vertical vanishing point provide
the orthogonal constraint on the image of the absolute conic. Cast
shadows are used in image processing algorithms for camera cali-
bration [1,4], light source estimation [4], etc.

In this paper, a new method that takes advantage of fixed surveil-
lance cameras is proposed to recover the horizon line and camera
calibration directly from only shadow points. Horizon line is used
to remove perspective distortion. Therefore, specifying the line in
infinity enables metric properties to be recovered from an image
of a plane by transforming the circular points to their canonical posi-
tions [15]. In this setup, only four shadow observations are required
to calibrate the camera without requiring the objects to be visible.
For geo-location, we employ the design of analemmatic sundial
which incorporates the latitude, the position of the Sun, the time
of a day to obtain geographical information. The approach explores
the geometric relationship between the shadow trajectory and the
analemmatic sundial to geo-locate the camera. Comparing to exist-
ing geo-location estimation method [26,16], our approach does not
require shadow casting objects’s visibility and any GPS information.

2. Related work and contributions

Vanishing points and the horizon line play central roles in per-
spective geometry [15] for applications such as camera calibration
and image-based metrology [12]. The calibration method proposed
by Antone and Bosse [1] requires accurate geography information,
which is not always possible to obtain from images. Inter-image
constraints on the Image of Absolute Conic from objects and their
cast shadows were introduced by Cao and Foroosh [4], where the
authors argue that two views of an outdoor scene with two vertical
objects under sunshine are sufficient to calibrate a camera. Both
these methods [1,4] require the entire objects and their shadows
to be present in the image. This paper recovers the horizon line
in the image from the only shadow observations without knowing
the object-to-shadow correspondences. Our calibration method is
then based on the geometric constraints provided by two shadow
trajectories. Different from [1,4], the contribution of our method
lies on relieving the requirement of visible or vertical objects that
cast shadows.

Junejo and Foroosh [26] use shadow points from shadow trajec-
tory of objects to determine the geo-location of a camera. For the
camera calibration, they argue that when shadow casting objects
are not visible, it requires six imaged shadow positions of the same
3D points to fit a conic which can meet the line at infinity of the
ground plane at two circular points. To estimate the geo-location,
they require the entire shadow casting objects to be visible. In-
stead, we use the method of computing latitude inspired by the de-
sign of the analemmatic sundial which just requires the footprints
of shadow casting objects ([26] requires the entire object to be vis-
ible since they rely on the estimation of the azimuth and altitude of
the Sun). In addition, we use the minimal geometric information,
that consists of four observations of the shadow trajectory, while
they [26] require six observations.

Sunkavalli et al. [34] focus on color changes and aim to separate
the direct sunlight and ambient skylight components for the
recovery of partial scene information. They recover scene geometry
as well as the geo-location and geo-orientation of the camera by
utilizing common geometric constraints. Our method has the sim-
ilar goals but different in three respects: (1) we recover the geo-
metric constraints from only shadow trajectories while they
assume the three mutually orthogonal vanishing lines are pro-
vided, i.e. a calibrated camera, (2) the inputs to our algorithm are
shadow trajectories which are common in the world while they
use color changes induced by variations in the spectral composi-
tion of daylight, and (3) our approach is simpler.

The paper is organized as follows: Section 3 presents the ele-
mentary knowledge of geography and analemmatic sundial. Sec-
tion 4 introduces the recovery of horizon line from two shadow
trajectories and the computation of camera calibration parameters.
Section 5 proposes a novel method to calculate the stationary cam-
era’s longitude and latitude after rectifying the fitted conic trajec-
tories. In Section 6, some special cases are considered in which our
assumptions do not hold true. In Section 7, we verify the proposed
method on both simulated and real data. We also demonstrate the
application on estimating the relative height ratio between the
shadow casting objects which is not carried out in [26]. Section 8
concludes this work.

3. Preliminaries and set up

3.1. Introduction of the analemmatic sundial

Any location on Earth is described by two numbers: its longi-
tude and its latitude. Longitude is the angular position of a place
on the Earth’s surface measured from the prime meridian through
Greenwich, England. The preferred convention is that longitudes
East to the prime meridian are positive and West are negative.
Similarly, latitude is the angular distance measured from the equa-
tor, North (+ve) or South (�ve). Latitude value is important since it
defines the relationship of a location with the Sun. The path of the
Sun that can be seen from the Earth, is unique for each latitude,
which is the main cue that allows us to geo-locate a static camera
by only observing shadow trajectories.

For the purpose of the design of sundials [31], it is an excellent
approximation that the Sun revolves around a stationary Earth on
the celestial sphere with the period of rotation as 23 h and 56 min
about its celestial axis, the line connecting the celestial poles. Typ-
ically, it needs latitude information in the design for polar pointing
gnomon and it is difficult to move the gnomon to a different loca-
tion. An analemmatic sundial, also known as a ‘‘Human Sundial”, is
flexible and movable as it uses a vertical gnomon such as a person
standing in the proper position for the month. Its hour lines are the
vertical projection of the hour lines of a circular equatorial sundial
onto a flat plane. Therefore, the analemmatic sundial is an ellipse,
where the long axis is aligned East–West and the short axis points
North–South. Its design involves the knowledge of declination of
the Sun, latitude, direction to true North and the vertical direction.
The advantage of such a sundial is that the gnomon needs not to be
aligned with the celestial poles and may even be perfectly vertical
with the position of the gnomon. The most important is that the
hour points consisting of the sundial reflect the direction of shad-
ows. With the availability of orthogonal projection on the plane
casted by vertical objects, the varied shadow trajectories during
the day can be obtained. We will show in Section 5 that from the
time stamped observations of solar shadows we can recover the
longitude, latitude, camera calibration and metric information.

3.2. About time: local and standard time

Two important concepts, related to latitude and especially lon-
gitude are local time (Solar time) and standard time (clock time).
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Local time is a measure of the position of the Sun relative to a local-
ity. It is what we use to regulate our lives locally. Standard time is
mean solar time at the central meridian of a given time zone. It is
the legally accepted time scale in a particular country or region.

Sundials indicate the local solar time or local apparent time, not
the clock time, unless otherwise corrected. To obtain the solar
time, three types of corrections need to be considered when clock
time are available. First, due to the facts that the orbit of the Earth
is not perfectly circular (in fact it is an ellipse) and its rotational
axis is not perfectly perpendicular to its orbit, the Sun does not ro-
tate uniformly about the Earth. These imperfections produce small
variations in the sundial time throughout the year. The required
correction may be as large as a quarter-hour early or late which
is described by the equation of time (tEOT). Note that this correction
is global and does not depend on the local latitude of sundial. The
correction varies between extremes of about +14 min in February
and �16 min in October, and is effectively equivalent to zero on
4 days of the year. Second, the solar time needs to be corrected
for the longitude of the sundial relative to the central meridian
at which the official time zone is defined. Within a given time zone,
if the sundial is located at the central meridian of that time zone, it
will show the clock time with the appropriate correction of the
equation of time. However, if the sundial is located to the West
(East), it will indicate slow (fast). This correction is often made
by rotating the hour-lines by an angle equaling the difference in
longitudes. (We use toff to describe it.) Third, the practice of day-
light saving time (tDST) shifts the official time away from solar time
by an hour advanced in some countries during the summer.
atadlaerfoemarfA)a(

noitcetedtniopwodahS)c(

Fig. 1. Automatic shadow
3.3. Shadow trajectory detection

A semi-automatic approach is employed to detect the shadow
point for an input video. First, we construct a background image
B for the set of input images V = {I1, I2, . . . , Ik}:

Bðx; yÞ ¼max
i2½1;k�
ðIiðx; yÞÞ: ð1Þ

In B, each pixel (x,y) contains the brightest value among V. The
brightest values in B are computed on gray scale (Fig. 1b). After
applying the background subtraction, the shadow region stands
out by thresholding the absolute differences. Then we select a point
in the shadow region and enforce the flood fill algorithm to deter-
mine the area. Finally, the prominent shadow tip is highlighted by
using the PCA technique (Fig. 1c). Shown in Fig. 1d is the shadow
trajectory of the left object that is made up of shadow tips at a quar-
ter’s interval.
4. The method

4.1. The recovery of horizon line

The method here requires no presence of objects, but only shad-
ows on the ground plane cast by two unknown stationary 3D
points. We first utilize the tracked shadow positions to compute
the horizon line. This is based on our observation that any two
3D corresponding lines on the shadow trajectories are parallel to
each other. Therefore the imaged lines provide the vanishing
dnuorgkcaB)b(
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trajectory detection.



Fig. 2. The geometric relationship in two solar shadow trajectories. The 3D points Ti

cast shadows at different time m at positions Sim. The blue segments B1S1m and
B2S2m are parallel to each other and intersect at a vanishing point, as demonstrated
in Eq. (2). (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)
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points along directions perpendicular to the vertical direction. The
basic idea is illustrated in Fig. 2. Suppose Ti is a 3D point and Bi is
the closest point on the ground plane to Ti. Therefore, line TiBi is
perpendicular to the ground plane. Sim is the cast shadow point
at time m. Because the Sun is far away (approximately
1.52 � 1012 m) from the Earth, it is reasonable to consider the sun-
light as parallel light rays. Therefore, in the 3D world coordinate,
we have

T1S1m==T2S2m

T1B1==T2B2

\T1B1S1m ¼ p=2 ¼ \T2B2S2m

9>=
>;)4T1B1S1m � 4T2B2S2m; ð2Þ

where � indicates similar relationship between triangles. We can
also have

jB1S1mj
jB2S2mj

¼ jT1B1j
jT2B2j

¼ jB1S1nj
jB2S1nj

; ð3Þ

B1S1m==B2S2m; ð4Þ
B1S1n==B2S2n; ð5Þ

where m and n are two arbitrarily different time. Note that this
equation is true in 3D, not in the image plane. Consequently, the
two world triangles MB1S1mS1n and MB2S2mS2n are similar, and that
the world line S1mS1n and S2mS2n are parallel to each other. There-
fore, it is evident that shadows observed over time are sufficient
to provide the horizon line l1 = [l1, l2, l3]T. In the estimation of l1,
Fig. 3. Symmetric relationship in the shadow trajectory. si is the shadow points with the
symmetric axis of the shadow trajectory and l1 is the horizon.
the object top and bottom points (ti,bi) are not required to be pres-
ent in the image. Having the parallel constraints implying in two so-
lar shadow trajectories, it is possible to determine the horizon line
using only three pairs of observations collected from two trajecto-
ries at three different time. When more than minimally required
observations are available, e.g. n observations, we can get C2

n(n
P3) vanishing points and the horizon line can be fitted by using
the RANSAC algorithm [13].

4.2. Camera calibration using four shadow observations

The image of absolute conic x is an imaginary point conic on
the plane at infinity which is invariant to camera rotation and
translation [15]. It depends only on the internal parameters K via

x ¼ ðKKTÞ�1
; ð6Þ

where K is the camera calibration matrix. Assuming a unit aspect
ratio and zero camera skew, x can be expanded up to scale as

x �
1 0 �u0

0 1 �v0

�u0 �v0 f 2 þ u2
0 þ v2

0

2
64

3
75; ð7Þ

where (u0,v0) is the principal point that is known to be approxi-
mately at the center of a image [19,15], and f is the focal length.
With the principal point’s availability from the captured image (it
approximately locates on the center of the image), the remaining
constraint, i.e. f, can be achieved from the orthogonal relationship
provided by

vT
xxvy ¼ 0; ð8Þ

where vx and vy are vanishing points of lines with perpendicular
directions.

The orthogonal vanishing points can be obtained from the geo-
metric constraints embodied in the shadow trajectory. By explor-
ing the shadow trajectory’s property, we find that the shadow
points with the same offset to the solar noon point indicated by
the solar time are symmetric with respect to the local noon line
lnoon, see Appendix A for details. As shown in Fig. 3, shadow points
s�i and si indicated by solar time have the same offset, i hours, with
respect to solar noon point s0, and therefore are symmetric with
lnoon. s�i is i hours before s0 while si after it. The pair (s�i,si) is de-
fined as a paired shadow points. The lines connecting the paired
shadow points are parallel to each other and intersect at a vanish-
offset i hours to solar time 12:00. b is the imaged footprint of B in Fig. 2. lnoon is the



Fig. 4. The analemmatic sundial. The hour point A indicates 15 pm in solar time
with A = [XA,YA]T lying on the sundial whereas the real shadow point lies in D. O is
the center of the sundial and E is the footprint location (i.e. the scale of date).
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ing point vp on the horizon. Therefore, we can get midpoints which
lie on the local noon line by using the cross ratio relationship:

js�i �miksi � vpj
jmi � vpks�i � sij

¼ 1
2
; ð9Þ

where (s�i,si) are paired shadow points, mi is the midpoint of line
segment s�isi, and vp is the vanishing point. Herein, if the imaged
footprint b is available, lnoon can be determined by connecting b
and mi. The vanishing point vy = lnoon � l1 is perpendicular to vp.
Then vy and vp satisfy Eq. (8) to obtain x. In the case where b is not
available, another pair of shadow points s�j and sj provides the sec-
ond point mj on lnoon. Note that the local noon line is the symmetric
axis for the shadow conic and it is also the short axis of the analem-
matic sundial. Hence, camera calibration is implemented given the
assumption that the local longitude is known since the known local
longitude enables the conversion from clock time to solar time.
However, the assumption will be relaxed in the following paragraph.
After x is determined, f can be easily obtained [15]. Consequently, we
propose a new method to calibrate a camera with only four shadow
observations with no knowledge of footprint.

When the local longitude is unknown, we need to compute the
time correction toff that can be determined by finding paired sha-
dow points which can induce a vanishing point. The time correc-
tion is an important value since it implies the difference between
the local meridian and the central meridian. Since we can only
get shadow points indicated by clock time from videos or images,
it is crucial to find the time correction to convert clock time to solar
time. The symmetric relation in the shadow trajectory yields that
the lines connecting paired shadow points are parallel to each
other. As shown in Fig. 3, lines s�2s2 and s�3s3 intersect on a van-
ishing point vp. The lines s�2s3 and s�3s4 also intersect at a point
which, however, does not lie on the horizon. Assume ðs0�i; s0iÞ and
ðs0�j; s0jÞ to be shadow points indicated by clock time, we wish to
search around two paired shadow points to find the correct toff to
make the lines connecting ðs0�iþtoff

; s0iþtoff
Þ and ðs0�jþtoff

; s0jþtoff
Þ con-

verge to a vanishing point p(toff). Therefore, we estimate the time
correction by minimizing the following distances between the con-
verging point p(toff) and the horizon.

t̂off ¼ arg min
toff

dðl1;pðtoff ÞÞ; ð10Þ

where d(l1,p(toff)) represents the Euclidean distance between the
line l1 and the point p(toff) which varies along with toff in the
searching process.
5. Computation of geographical location

We can recover the longitude and latitude from the horizon sun-
dial indicating the local solar time. If the shadow-casting gnomon is
aligned with the celestial poles, its shadow will revolve at a constant
rate. This is called equiangular. However, in the practical case, the
ground plane is horizontal and the shadow-casting gnomon is verti-
cal. An analemmatic sundial uses a vertical gnomon and its hour
lines are the vertical projection of the hour lines of a circular equato-
rial sundial onto a flat plane [31]. Therefore, the analemmatic
sundial is an ellipse. In the design of analemmatic sundial, the hori-
zontal dimension lies on the East–West axis, the vertical dimension
lies on the North–South axis with the shadow-cast object’s position
varies along the sundial’s short axis, seeing Fig. 4. Therefore, the cor-
responding shadow-tip, if falls onto a flat surface, will trace out a
conic section, seeing the green points in Fig. 4.1 The conic’s
1 For interpretation of color in Fig. 4, the reader is referred to the web version of
this article.
symmetric axis is exactly the North–South direction, i.e. the
analemmatic sundial’s short axis.

There exists an offset between the solar time indicated by the
sundial and the standard clock time because of equation of time,
difference between central meridian and local meridian (i.e. time
correction toff), and daylight saving time. The longitude’s computa-
tion considers the above corrections since the time for a recorded
video is the clock time. From the clock time, we have the reference
longitude of a time zone. However, a time zone can cover 15�
(4 min per degree). Many points within that zone will thus experi-
ence time difference with the reference longitude. Thereby, the lo-
cal longitude can be achieved by correcting the reference longitude
with a longitude correction tlc which can be computed as

tlc ¼ toff þ tEOT � tDST ; ð11Þ

where toff is the time correction, tEOT is equation of time and tDST is
daylight saving time which is either 0 or 1. Since every 1� move-
ment of the Sun is equivalent to 4 min, the longitude correction
can be applied to the sundial as

L ¼ Lmeridian � 0:25� tlc; ð12Þ

where Lmeridian is the central meridian of the time zone which indi-
cates the standard time, L is the local meridian where the shadow
casting object locates. Consequently, the local meridian is corrected
by the relative difference with the central meridian. In addition, the
equation of time and daylight saving time are available from the
date when the video is recorded.

The analemmatic sundial protracts the ellipse with a different
oblateness in accordance with the specific latitude where the gno-
mon locates. In terms of the design of the sundial, the horizontal
dimension is defined as:

X�h ¼ sin �h; ð13Þ

where ⁄ = (T24 � 12) � 15� (in deg.) is the hour angle, T24 is the solar
time in hours that can be calculated from the longitude correction
and clock time. The vertical dimension is:

Y�h ¼ sin / cos �h: ð14Þ

Note that the calculation of horizontal dimension only requires the
hour angle, and that the vertical dimension is dependent upon the
latitude /. The footprint’s location E = [0,YE]T relative to the central
point of the analemmatic sundial is:

YE ¼ tan d cos /; ð15Þ

where d is the sun’s declination which varies from �23� to 23� dur-
ing a year. Therefore, the latitude / is estimated as
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jY�h � YEj
jX�hj

¼ j sin / cos �h� tan d cos /j
j sin �hj ¼ jDCj

jECj ; ð16Þ

where jDCj and jECj are the shadow length’s measurements in
North–South and West–East direction, respectively.

6. Degenerate cases and error analysis

6.1. Latitude location

The method degenerates when the location is close to the
Earth’s equator, where / = 0� and there is no shadow cast on the
ground plane. In the North/South poles, where / = 90�, the shadow
trajectory takes shape of a circle which is a special type of conic.
The analemmatic sundial degenerates to the equatorial sundial
for which the gnomon is perpendicular to the ground plane and
the equatorial is parallel with the ground plane. Meanwhile, Eq.
(16) degenerates as:

j cot �hj ¼ jDCj
jECj : ð17Þ

Theoretically, the geo-location estimation approach will not be
affected by the simplified form in Eq. (17). Practically, however, the
presence of shadow (the day time) depends on the sun’s declina-
tion. For example, the presence of shadow decreases with the
increasing of the latitude as the Sun moves from the equator to
the Tropic of Capricorn. Particularly, when the sundial locates on
the high-latitude region which ranges from 66� to 90�, the Sun ap-
pears a very short time and we cannot get sufficient shadow points
or even no shadow points because of polar night.

6.2. Degenerate viewing direction

Without loss of generality, we specify that the North–South
direction is parallel to the world y-axis, i.e. the short axis of the
analemmatic sundial is the world y-axis, and the long axis is the
world x-axis.

Since the two used vanishing points vy and vp in Fig. 3 are along
x and y axes separately, the degenerate case occurs when the prin-
cipal viewing direction is approximately perpendicular to the x or y
axis. Consequently, it is necessary to evaluate the vanishing point’s
estimation since the uncertainty is essentially in it when the view
direction for the camera produces weak perspective. As an ap-
proach based on vanishing points, our method degenerates when
the vanishing points along some directions are distant. Intuitively,
vanishing points go to infinity when the parallel lines in the 3D
space remain parallel in the image plane and the direction of the
vanishing point is parallel to the image plane for which the third
component of the homogeneous coordinates becomes to zero.

As shown in Fig. 5, the lines AB and CD are parallel in world
coordinate system, and therefore define a vanishing point vp in
the image plane. To simplify the analysis, we assume that A, B
and C are constant, and the coordinate of the shadow point D is
(xD,yD). Without loss of generality we assume that the line AB is
parallel with the x-axis which can be described as y = c (c is a con-
stant) and C is (0,0). The position of D affects the vanishing point
vP’s x-coordinate xP via a function
Fig. 5. Error analysis in the estimation of a va
xP ¼
cxD

yD
¼ f ðxD; yDÞ; ð18Þ

and the error e along the horizontal direction for the vanishing point
can be described by

e ¼ @f
@yD

dy þ
@f
@xD

dx ¼
cxD

y2
D

dy þ
c

yD
dx: ð19Þ

Eq. (19) implies that, if shadow points A, B and C are assumed to be
approximately constant, then the error e varies rapidly as yD de-
creases when xD is specified. We can also conclude that the error
e depends on yD and remain invariable to xD when yD is specified.
As Fig. 5 shows, dy corresponds to the error e for vP horizontally.
Therefore, for calibration algorithms based on vanishing points, it
is important to make use of images having large perspective
distortions.

7. Experimental results

We show the synthetic simulations for four experiments: first,
zero-mean Gaussian noise is added to the synthetic shadow points;
second, we evaluate the robustness of the proposed method with
respect to the number of shadow observations; third, the effect
of latitude location is also considered in our experiment. The last
simulation is evaluated on the viewing direction of the camera.
We then show the results for three set of real data. Finally, an
application to image-based metrology on height ratio estimation
for shadow-casting objects is presented.

7.1. Computer simulation

The simulated camera has the focal length of f = 2000, the as-
pect ratio of k = 1, the skew of c = 0, and the principal point at
u0 = 200 and v0 = 150. The synthetic light source is at infinity with
the declination of d = �23�, the equation of time of tEOT = 5.2 min
(14th December), the latitude of / = 39�. The two stationary 3D ob-
jects locating at the northern hemisphere (39�N, 117.2�E) have
heights of 10 and 20 units from the ground plane, respectively.
The distance between the two footprints on the ground plane is
20 units. Therefore, the locus of shadow positions on the ground
plane, i.e. the shadow trajectory, is a determined smooth curve in
our experiment since it depends on the altitude and the azimuth
of the Sun and the vertical distance of the object from its footprint.

7.1.1. Performance versus noise level
In this experiment, the simulated shadow points are collected

from 8:00 am to 4:00 pm with a frame speed at 30 frames per sec-
ond. Gaussian noise with zero mean and a standard deviation of
r 6 2.0 pixels was added to the image shadow points. The esti-
mated camera parameters and geo-location were then compared
with the ground truth. For each noise level, 100 independent trials
were performed. For the focal length f, we measured the relative
error with respect to its ground truth. The geo-location estimation
was measured with absolute error.

As demonstrated in Section 4, four shadow points are sufficient
to determine the calibration parameter with no requirement of
footprint. Due to the important role played by the footprint in
nishing point as the shadow point varies.
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camera calibration, we evaluate our method in situations with and
without known footprint location. Fig. 6a and b shows the average
relative errors of f as functions of noise variance without and with
footprint’s influence. It can be seen that the two kinds of errors in-
crease almost linearly as functions of the noise level and better re-
sults can be achieved by taking footprint into consideration. Since
the footprint is required in the geo-location estimation, we employ
it to get preferable results in the following experiments.

For r = 1, the relative error of focal length f is 1.21%. For higher
noise, r = 2, which is regarded as the typical noise in practical cal-
ibration of our experiment, the relative error in focal length in-
creases steadily to reach 3.66%. Meanwhile the maximum
absolute error of latitude’s mean value (Fig. 6c) is 5.7 with the
noise level reaching 2 pixels. As can be seen in Fig. 6d, the absolute
error of longitude compared with ground truth value is within
±0.38� with the noise level reaching 2 pixels.

7.1.2. Comparison with the existing method
In [26], the authors argued that three pairs of shadow observa-

tions can determine the latitude. However, they require the world
point casting the shadow on the ground plane to be visible in the
image, which is not requirable in our method. As Fig. 7 shows,
our method performs about as well as [26] after relieving the
requirement of shadow casting object’s visibility.

7.1.3. Performance versus number of observations
Another experiment performed was to examine the influence of

numbers of shadow points selected for calibration and the
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Fig. 6. Performance with respect to added ra
computation of latitude. Herein, the assumption is given that lon-
gitude has been determined using the proposed method in Section
4. Since we focus on the calibration and geo-location’s robustness
to the number of shadow observations, the time correction is as-
sumed to be pre-determined. The selected shadow points should
have the same offset with respect to the solar noon point, i.e.
12:00, and also in pairs. For example, the 4 points we used in the
experiment were selected as: 8:00, 9:00, 15:00, 16:00 (solar time),
(8:00, 16:00) and (9:00, 15:00) were two pairs which have the
same offset with respect to 12:00. In another example, the 16
points we used were composed of 8 pairs: (8:00,16:00),
(8:15,15:45), (9:00,15:00), (9:15,14:45), (10:00,14:00), (10:15,
13:45), (11:00,13:00), and (11:15,12:45). We also added a noise
level of r = 2 pixels to all projected image points. We repeated
the process 100 times and computed the average errors. The num-
ber of observations varied from 4 to 32 in step of 4, and the results
are shown in Fig. 8. It can be seen that the relative errors decrease
as the number of shadow points increase, and the same situations
hold for the latitude estimation. Both the focal length and latitude
become stable when the number of observations reaches 24.

7.1.4. Performance versus latitude location
This experiment was to evaluate the performance of our ap-

proach with respect to the locations. This evaluation is interesting
since the shape of trajectory rests on the latitude. Herein, the Sun’s
declination (d) is �23� for which the Sun irradiates at the Tropic of
Capricorn and there is no sunshine or shadows at regions beyond
the Arctic Circle (66�N), which is called polar night. However, when
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Fig. 8. Performance with respect to the number of shadow observations.
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the Sun moves to the Tropic of Cancer with a d = 23� for which the
Antarctic Circle 66�S or even higher-latitude region has no sun-
shine whereas the Arctic Circle is polar day. Therefore, this exper-
iment is evaluated on the latitude value ranging from 20�N to 60�N
for d = �23� and 20�N to 80�N for d = 23�. The imaged points are
added Gaussian noise with zero mean and a standard deviation
r = 1. The results in Fig. 9 validate the analysis of degenerate case
in Section 6.1. From Fig. 9, we conclude that the proposed method
degenerates when the objects locate on some region identified
with lower latitude near to the equator such as 20� or even lower
because of low latitude corresponds to a small-scaled trajectory
which is sensitive to noise since the image have the same number
of pixels. Moreover, a larger-scale trajectory can be traced out by
the object locating on a high-latitude region. Consequently, high-
latitude oriented calibration and geo-location estimation is less
sensitive to noise and better estimating results can be achieved.

7.1.5. Performance versus viewing direction
The last simulation performed was to examine the influence of

the relative orientation between the principal view direction and
the ground plane. The camera internal parameters are fixed
through this experiment. Shadow points are corrupted with a ran-
dom Gaussian noise with zero mean and a standard deviation
r = 0.5. Then 7 � 7 = 49 cameras (green squares in Fig. 10a) looking
at the magenta star are selected to evaluate the performance. The
cameras are located on a sphere centered at (0,0,0) with radius
300, which is above the ground plane. The horizontal trajectories
are obtained by rotating the camera around the x–y axis plane of
the sphere from 20� to 140�, and rotations around the axis on y–
z axis plane from 20� to 80� form the vertical trajectories. As the
camera rotates along the horizontal trajectory from right to left,
the pitch rotation is described by a clockwise rotation which is a
negative angle with a correspondingly decreasing value. As ex-
pected, the calibration and geo-location algorithms degenerate
when the angle between the camera’s looking-at vector and the
x-axis’ positive direction reaches 80� or above, seeing Fig. 10d
and e. And here, the viewing direction is approximately parallel
with the symmetric axis of the shadow conic for which the degen-
erate camera induces weak perspective effect. Consequently, the
horizon line cannot be estimated robustly, as illustrated in Fig. 10c.
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and the last camera on the same horizontal trajectory in (a). The red line is horizon and the red square in (c) is the principal point. (d) and (e) are error surfaces of focal length
and latitude for all of cameras in (a) and blue denotes small errors. (For interpretation of the references to color in this figure legend, the reader is referred to the web version
of this article.)
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7.2. Real data

The method is also applied to three sets of real data as shown in
Figs. 12 and 13. In the first test, a surveillance camera was set up
indoor to capture two vertical objects and casted shadows between
9:00 am and 3:00 pm (Beijing time). This data set was captured on
the 14th December at longitude 117.2�E and latitude 39.1�N, Tian-
jin, China. The casted shadow trajectories of two objects in the
scene were marked in red and blue in Fig. 12a, and the footprints
(magenta) were selected for the computation of geo-location. The



Table 1
Calibration and geo-location on real images.

City Date fGT fest LongitudeGT Longitudeest LatitudeGT Latitudeest

Tianjin 14th December 663 687 117.2� 117.45� 39.1� 37.7�
Zätec 2nd May 568 604 13.5� 13.77� 50.3� 48.37�
Tianjin 22th Oct 804 824 117.2� 117.675� 39.1� 36.8�

C,nijnaiT)c(cilbupeRhcezC,cetäZ)b(anihC,nijnaiT)a( hina

Fig. 11. Calibration using the orthogonal vanishing points recovered from real images. Two set of lines labeled with red and blue provide the orthogonal relationship to
calibrate the camera. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 12. Camera calibration geo-location estimation on real images. (a) A real image captured by a static indoor camera. (b) Two shadow trajectories are labeled with red and
blue and the top magenta line is the estimated horizon line. (c) The red line is the estimated noon line and the cyan squares are midpoints. The blue lines connecting solar
points converge at vanishing points labeled with green squares. (d) The latitude estimation illustration on the calibrated image. The green and blue are measurements along
the North–South and West–East, respectively. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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shadow points and footprints were picked manually. Fig. 12b
shows the two objects’ shadow points picked over time and the
recovery of horizon using the proposed method. The time correc-
tion was determined by searching solar points having the same off-
sets with respect to the solar noon. The lines connecting the solar
points with the correct time correction converge at a vanishing



Fig. 13. Camera calibration and geo-location estimation on images captured by outdoor cameras. (a and c) Two images captured by a static webcam and a fixed camera,
respectively. Two shadow trajectories are labeled with red and blue. The cyan and red line are the estimated horizon and solar noon line. The green squares are midpoints and
the green plus is the footprint. (b and d) The latitude estimation illustration on the calibrated images. Note that in (a) two trajectories are manual-picked while in (c) shadow
trajectories are determined using the semi-automatic detection method in Section 3.3. (For interpretation of the references to color in this figure legend, the reader is referred
to the web version of this article.)

2 fGT and fest denotes the ground truth and estimated values for focal length. Such
references hold true for latitude and longitude.
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point, which lies on the horizon (the red square in Fig. 12b). Other-
wise, the node is just a point with a certain distance from the hori-
zon and all the searching nodes (cyan squares in Fig. 12b) locate on
the same line. Consequently, only the correct time correction can
induce the minimal distance between the point i.e. vanishing point
and the horizon. Two shadow trajectories and the local noon line’s
estimating process are illustrated in Fig. 12c. In Fig. 12d, the recti-
fied conic trajectory has the same shape with the real trajectory in
3D world since the transformation between the image and the rec-
tified world plane is a similarity by fixing its circular points.

Another performance on real images was evaluated on the
images captured by a webcam installed in Zätec, Czech Republic.
In this set, 25 images were captured live from a square of Z-ätec,
using one of the webcams available online at http://siemens.mes-
to-zatec.cz/webcam.html. The ground truth for this data set is as
follows: longitude 13.5�E, latitude 50.3�N, and the declination an-
gle 15.15�. As illustrated in Fig. 13, two shadow trajectories were
composed of manual-picked shadow points from images captured
from 10:00 am to 4:00 pm (clock time). We estimate the longitude
as 13.77�E with no requirement of footprint’s visibility in accor-
dance with its temporal correlation, the latitude as 48.37�N. There-
fore, the absolute error of longitude estimation is equivalents to
19 km in remote geographic location. In the third real set, a static
camera was installed to capture two objects in a square of Tianjin,
China on 22th October. As shown in Fig. 13c, shadow trajectories
are estimated semi-automatically. Calibration and geo-location re-
sults are given in the third row of Table 1.

Note: The ground truth values of focal length for three experi-
ments on real images were obtained by using calibrated objects,
seeing Fig. 11. The calibration was implemented using the orthogo-
nal relationship provided by the gird in Fig. 11a and the ground tile in
Fig. 11b and c. Meanwhile, the focal length achieved from the first set
of real frames using the proposed method is 687 with the relative
error 3.57%. The calibration and geo-location results for the three
sets of real images compared with the ground truth are shown in
Table 1.2

7.3. Application to image-based metrology

In this section, we show that the height ratio of the two world
points ti and tj can be recovered from their shadow trajectories
over time see Fig. 2, even if the two points cannot be seen in the
images. For this purpose, first we recover the affine property of
the ground plane by a projective transformation (or affine
rectification):

http://siemens.mesto-zatec.cz/webcam.html
http://siemens.mesto-zatec.cz/webcam.html
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Hp ¼
1 0 0
0 1 0
l1 l2 l3

0
B@

1
CA; ð20Þ

where [l1 l2 l3]T is the vanishing line l1. As a result, the affine prop-
erties such as the ratio of lengths on parallel lines are invariant.
Since Mbisimsin and Mbjsjmsjn are similar as demonstrated in Section
4, we have the equivalence

siksil

sjksjl
¼ tibi

tjbj
; 8i; j; k; l: ð21Þ

Therefore, given n observations of shadows of two object i and j, we
have C2

n solutions of tibi
tjbj

, from which the optimal solution can be
computed as a weighted mean. The weight is dependent on the rel-
ative distance between the k and l. The estimated height ratio be-
tween two shadow-casting objects in Fig. 12 is 1.06. And in
Fig. 13a, the estimated height ratio between the lamp and the traffic
sign (without the circle head) is 2.95. Thus, the main advantage of
this method is not only the looser restriction on the scene, but also
the estimation of the horizontal line and the relative height be-
tween the unknown shadow-casting objects just using two shadow
trajectories. Since scenes observed over time is typical in outdoor
surveillance systems and on account of the requirement in our
method are cast shadows of unknown objects, it has tremendously
potential applications in video surveillance systems.

8. Conclusion and future work

This paper addresses the problem of computing the geo-loca-
tion from only two shadow trajectories and corresponding foot-
prints on uncalibrated images. Camera calibration is achieved by
deriving the horizon line and the metric rectification with only four
shadow observations. Compared with the conventional methods
that require images of some precisely machined calibration, our
technique utilizes cast shadows by the Sun, which are frequently
found in natural environments especially in outdoors, and de-
mands no measurements of any distance or angle in 3D world.
The fact that prior knowledge of the 3D coordinates of the station-
ary objects or light source orientation is not required, makes the
proposed method a versatile utility that can be used without
requiring a precisely machined calibration or other geometry
structure. More importantly, it relaxes some of the constrains
found in other geo-location estimating method using the altitude
and azimuth angles of the Sun orientations in the sky, and hence
is especially useful in cases where only limited information is
available. These advantages make our method an efficient calibra-
tion technique that could be especially suitable for outdoor video
surveillance systems. Experimental results on both synthetic and
real data verify the validity and usefulness of the method.

Appendix A

The position of a shadow point on the ground plane for a verti-
cal object can by described by the equation:

xð�hÞ ¼ cotðaÞ sinðAÞ; ð22Þ
yð�hÞ ¼ cotðaÞ cosðAÞ; ð23Þ

where a and A are the sun’s altitude and azimuth which can be de-
fined by the following relationships:

a ¼ arcsinðsin / sin dþ cos / cos d cos �hÞ; ð24Þ

A ¼ arctan
sin �h

sin / cos �h� cos / tan d

� �
; ð25Þ

and ⁄ = (T24 � 12) � 15� (in deg.) is the hour angle. The paired
shadow points with the same offset to the solar noon point (i.e.
the shadow point casted by the vertical object at 12:00 (solar time))
of the sundial can be indicated by (x(⁄),y(⁄)) and (x(-⁄),y(�⁄)). Then
we have

xð��hÞ ¼ cotðaÞ sinð�AÞ ¼ � cotðaÞ sinðAÞ ¼ �xð�hÞ;
yð��hÞ ¼ cotðaÞ cosð�AÞ ¼ cotðaÞ cosðAÞ ¼ yð�hÞ:

�
ð26Þ

Hence, the shadow points with the same offset to the solar noon
point are symmetric with respect to the local noon line lnoon. More-
over, the local noon line of the sundial is defined as the line con-
necting the footprint and the solar noon point.
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