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ABSTRACT
The volume of Web videos have increased sharply through
the past several years because of the evolvement of Web
video sites. Enhanced algorithms on retrieval, classification
and TDT (abbreviation of Topic Detection and Tracking)
can bring lots of convenience to Web users as well as re-
lease tedious work from the administrators. Nevertheless,
due to the the insufficiency of annotation keywords and the
gap between video features and semantic concepts, it is still
far away from satisfactory to implement them based on ini-
tial keywords and visual features. In this paper we utilize a
keyword propagation algorithm based on manifold structure
to enrich the keyword information and remove the noise for
videos. Both text similarity and temporal similarity are em-
ployed to explore the relationship between any pair of videos
and to construct the propagation model. We explore three
applications, i.e., TDT, Retrieval and Classification based
on a Web news video dataset obtained from a famous on-
line video-distributing website, YouKu, and evaluate our ap-
proach. Experimental results demonstrate that they achieve
satisfactory performance and always outperform the baseline
methods.

Categories and Subject Descriptors
H.3.3 [Information Systems]: Information Storage and
Retrieval—Information Search and Retrieval

General Terms
Algorithms, Experimentation, Performance

Keywords
Information Enrichment, Noise Removal, Keyword Propa-
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1. INTRODUCTION
Due to the fast advancement of multimedia technology

and the great progress of Web 2.0, the volume of Web news
videos on online video-distributing websites has been grow-
ing explosively through the past several years. Web users
upload a large number of videos, share the videos of in-
terests with and recommend them to friends all over the
world. YouTube [5], one of the most popular online video-
distributing websites, according to YouTube Report 2009 [6]
released by Camscore (a famous marketing research com-
pany in U.S.), has reached 100 million viewers. In January
2009, 14.8 billion online videos were watched by 147 million
U.S. Internet users, with an average of 101 videos per per-
son in this month alone. YouTube led the growth change,
accounting for 91 percent of the incremental gain in the num-
ber of videos viewed versus December 2008, as it surpassed
100 million viewers for the first time. In China, there are
many YouTube-style video-distributing websites emerged in
the past several years, such as YouKu [4], TuDou [3], etc.
YouKu, a dominant one of all the counterparts of YouTube in
China, has increased by 20 times in terms of website traffic
last year, and attracted an average of more than 10 mil-
lion Internet users to visit videos of interests per day in the
last three months [1]. Fig.1 shows the two video-distributing
websites, i.e., YouTube and YouKu, and takes some hot news
videos as examples, i.e., Beijing Olympic Games and China
National Day.

In many cases, rather than surfing websites to read news
documents, people prefer to watch Web news videos to know
the progress of a hot event or topic. It is not satisfactory
to recommend all new-coming unstructured videos to the
users, because it is really daunting for the users to view
from a video to another to select the hot ones of interests.
Furthermore, once a video representing a hot event or a topic
is encountered, the users always get curious to know the
background, current progress, public opinions and potential
trends. Thus tracking hot topics seems much promising to
enhance the service of video recommendation. From the
perspective of administrators by whom topic structures are
manually generated, it is also difficult to do TDT on such a
massive video database containing topics of many categories.

Sometimes, Web users submit a query with several key-
words to search for the videos of interests. Satisfactory rank-
ing results would come up with the best videos that the user
wants most at the top of ranking list. Therefore, an effective
and efficient information retrieval system can bring lots of
convenience to Web users. Similarly, auto classification for
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(a) YouTube (b) YouKu

(c) Beijing Olympics (d) China National Day

Figure 1: Famous video websites and some hot news
videos. YouKu is a counterpart of YouTube in China

Web news videos definitely cuts down sharply the man-hours
for administrators when they organize the video dataset and
release human efforts for Web users when they try to watch
videos of the same classes.

In a word, automatic TDT, Retrieval and Classification
for Web news videos can benefit both administrators and
Web users.

Actually, research efforts have been devoted to TDT, Re-
trieval and Classification on text-rich documents. Take TDT
for example. The problem was firstly proposed by NIST in
1990s [2, 28, 29, 7], and encouraging results were reported
[9, 12, 10]. TDT is a specialization of cluster analysis to
facilitate the task of information analysis [25], thus models
employed in information retrieval were borrowed to calculate
similarity between two documents. Single-pass clustering
[28] and hierarchical clustering [10] algorithms are among
the most frequently used methods. For Web videos, how-
ever, there is much less text information to represent them,
and it becomes useless to turn to traditional approaches in
a straightforward way.

To survive this challenge in TDT, Retrieval and Classifi-
cation, many researchers tried to extract semantic concepts
from low-level visual features [21, 30, 14], but as we know, it
is not a trival task to extract low-level features (e.g., color,
texture, shape, etc.) from videos. Moreover, such low-level
features are also far from sufficient to represent videos. Al-
though some video search systems [17, 15] utilized not only
text information but also other low-level features such as
image content, audio, and have improved their performance,
meanwhile they also required large amounts of data for train-
ing and consumed a large amount of time. In a word, they
only achieved minor improvement because of the well-known
gap between visual features and semantic concepts. Last but
not least, most Web news videos are amateur-made, thus
it would be less efficient to extract semantic features from
them.

In this paper, given the title, tags, and creation time with
any video, we firstly generate keywords with weights from
title and tags to initially represent the videos’ features. Nev-
ertheless, the keywords of Web news videos are provided by
the users with different backgrounds when they uploaded

videos. These keywords are not enough to represent all
items of interest in a video story. What is even worse, to
attract more attention and pageviews or just to do adver-
tisement, misleading or irrelevant keywords are sometimes
intermingled with the normal ones by malicious users. As
a result, the keywords are always insufficient, limited and
noisy. Thus to overcome the difficulties stated above, we
employ a manifold-based structure to propagate keywords
between any pair of videos about a topic and re-rank them
in order to filter out noisy keywords, and enrich keyword
information such as involved people, places, and other items
of interest.

The key point of our approach is that every video spreads
its keywords and weights to their neighboring videos, then
its neighbors spread its keywords further to their neighbors.
The keyword propagation continues until a global stable
state is achieved. Our main contributions are summarized
as follows:

• we utilize a manifold-based keyword propagation model
to enrich keyword information and remove noise for
Web news videos. Two videos are considered as neigh-
bors if and only if they emerge closely in time and share
one common keywords at least, and are connected by
an edge with a weight value. The manifold is composed
of such video points and edges, within which keyword
propagation is performed.

• Three applications (Topic Detection and Tracking, Re-
trieval, and Classification) for Web news videos are
performed on the processed videos, and extensive ex-
periments demonstrate that they all achieve significant
improvements and outperform the baseline methods.

The rest of this paper is organized as follows. Some re-
lated works are discussed in Section 2, and we give some no-
tations in Section 3. In Section 4 we describe the proposed
algorithm and framework in details. Section 5 presents the
three typical applications, and we analyze the experimen-
tal results in Section 6. Section 7 concludes this paper and
points out the future work.

2. RELATED WORK
A manifold is a topological space that is typically endowed

with a differentiable structure that allows one to measure
distances by Euclidean distances. Data points on a man-
ifold structure hold close connections to each other. Fur-
thermore, if two data points were strongly connected to an
intermediary data point respectively, they would be consid-
ered to have close relationship even if the Euclidean distance
between them is large. In other words, the link structure of
data points provides us with effective information to un-
derstand the environment of data points. Mathematically
speaking, by an one-to-one map operation, any pair of data
points in the high-dimensional space should be close to each
other in a low-dimensional one.

The semi-supervised learning algorithm which employs re-
lationship among data points in [8, 31, 27] is based on the
concept of manifold, and achieves significant improvement.
Such a learning algorithm satisfies the assumption of local
and global consistency, thus the points on the same mani-
fold structure can spread their messages to the neighboring
points and reach a stable state. As a result, the idea of prop-
agation model on a manifold has been widely used in several
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Figure 2: Keyword Propagation Model

research fields, among which are image retrieval, document
classification [32, 24, 13, 22], and so on.

Take [31] for example to get more details. As Zhou et al.
stated, since it is possible for a data point to spread its labels
to those with long distances in space by many intermediary
neighbors on the same manifold, the authors designed a clas-
sifying function, and generated a toy dataset with a pattern
of two intertwining moons in order to evaluate the effective-
ness. Classification results on the toy dataset demonstrate
that the manifold-based algorithm outperforms the SVM al-
gorithm. Similary in [32], the authors proposed a method
to rank on data manifolds, which also achieved higher per-
formance than other baseline methods. This related work
encouraged us to develop a manifold-based algorithm for
applications of Web news videos. More exhaustive details
can be found in the following sections.

3. NOTATIONS
Before we present our keyword propagation model, we first

introduce some notations.
Given a news video set V = {v1, v2, . . . , vn} ⊂ Rc and a

keyword set T = {t1, t2, . . . , tc}, any video Vi(1 ≤ i ≤ n)
has its own keyword set Ki ⊆ T . Let F denote the set
of matrices of n × c with nonnegative entries. The key-
word distribution matrix is defined as an n× c matrix F =
[F T

1 , F T
2 , . . . , F T

n ]
T ∈ F , where Fj means the keyword distri-

bution state of the jth video, and each entry of the matrix
denotes the corresponding weight value. Namely, F can be
viewed as a vectorial function F : V → Rc, which maps a
vector Fi to each video vi. Fij is the weight of the ith video
(i.e., vi) with respect to the jth keyword (i.e., tj), and it
must be a nonnegative number.

Furthermore,
∑c

k=1 Fik = 1, that means the sum of prob-
abilities of the ith video with respect to each keyword should
be full. Most of Fij ’s are zero because of the sparseness prop-
erty of F . Each video only has a few keywords of a large
keyword set. We define a matrix Y ∈ F with Yij = wij

if vi has the jth keyword with weight value wij (defined in
Section 4.1) and Yij = 0 otherwise. Generally speaking, Y
is consistent with the initial keyword distribution.

As we stated in Section 2, data points on a manifold struc-
ture can spread their keywords to the neighboring points.
Fig. 2 shows an example of keyword propagation. vi and
vj are two Web news videos. wij is the similarity between
video i and video j, and it can be regarded as the keyword
transition probability from vi to vj . In the process of prop-
agation, the model will propagate keywords from vi to vj
with probability wij . Excitingly, the keywords of vi can be
propagated to vk though vj exactly. The algorithm for key-
word propagation will be described in details in the next
section.

4. ALGORITHM AND FRAMEWORK

4.1 Pre-Processing
First of all, we tokenize words (word segmentation is per-

formed when dealing with Chinese texts), perform part-
of-speech tagging, recognize named entities, remove stop
words, and filter out adjective, adverb, etc. Finally a key-
word vector is created for each video. To generate a weight
for a keyword with respect to each video, we collected 584
days worth of video data from website Youku as a training
corpus and compute video frequency (a counterpart of doc-
ument frequency) for each keyword, then a weight is com-
puted as Equation 1 which is described in [26].

w(t, v) =
tf(t, v)log((|V |+ 1)/(vf(t) + 0.5))√ ∑

v′∈V

(tf(t, v′)log((|V |+ 1)/(vf(t) + 0.5)))
2

(1)

where tf(t, v) represents how many times term t appears in
video v, vf(t) represents video frequency of term t in corpus,
and |V | is equal to the number of videos in the dataset, that
is 2, 654, 470 in our experiments. Note that the vector is
normalized so that it is of unit length. More detail can be
found in [26].

4.2 Manifold-based Propagation Model
As we stated in Section 1, it is essential to filter out noisy

keywords and enrich relevant ones to the video, thus we
use a manifold-based keyword propagation method inspired
mainly from work [31] and [32]. But before diving into more
details of the algorithm, we present two prior assumptions
that are critically necessary.

As we know, it is a characteristic of news reporting that
stories about the same topic often occur in clumps close in
time [7], and gradually fade away. Thus it seems that:

1. videos on the same category (event or topic) are likely
to share some common keywords, and

2. neighboring news videos that emerge closely in time
are more likely about the same topic.

Based on the two assumptions, besides creation time, only
keywords obtained from titles and tags are utilized here.
Firstly, we need to form a weighted graph based on Web
news videos, and to assign a positive similarity score to the
edge connecting each pairwise, which is used to construct
affinity matrix in our algorithm. To simplify the algorithm,
we connect two points with an edge if they are neighbors. It
ensures enough connection for each point while preserving
the sparse property of the weighted graph.

Given the notations in Section 3, we present the detailed
algorithm for the task of keyword propagation in Algorithm
1. Note the algorithm was first proposed in [31] and [32],
and has been used for image retrieval in [13] and [24].

In step 1, we establish a connected graph and the distances
in Equation 4 are used to calculate the distances between
videos. In the second step, we set the diagonal elements
of affinity matrix to zero to avoid self-reinforcement. The
affinity matrix is symmetrically normalized in step 3 and the
algorithm really begins to spread keywords among all videos
in step 4. In practice, all videos spread their keywords to
their neighbors via the linked network. The spread process
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Algorithm 1 Manifold-based Keyword Propagation

1. Sort the pair-wise distances (d(vi, vj) = ||vi − vj ||)
among videos in ascending order. Repeat connecting
two videos with an edge according to the order until a
connected graph is obtained.

2. Form the affinity matrix W defined by Wij =
exp[−d2(vi, vj)/(2σ

2)] if there is an edge linking vi and
vj . Let Wii = 0.

3. Symmetrically normalize W by S = D−1/2WD1/2

in which D is the diagonal matrix with (i, i)-element
equal to the sum of the ith row of W .

4. Iterate F (t+1) = αSF (t)+(1−α)Y until convergence,
where α is a parameter in [0, 1) and Y = F (0).

is not stopped until a global state is achieved. By the way,
the parameter α and the number of iterations are very im-
portant for the algorithm’s convergence. Some details will
be discussed in Section 6.5.

As we can see from step (2), Wij ∈ (0, 1], which implies
that W is a positive and irreducible matrix, so is S. Since
0 < α < 1 and the eigenvalue of S in [−1, 1], according
to Perron-Frobenius Theory [23] and comprehensive discus-
sions in [18, 31, 32, 13], we come to a conclusion that {F (i)}
converges to

F ∗ = (1− α)(I − αS)−1Y (2)

Although F ∗ can be expressed in a closed form, we can
expand it by Taylor expansion method:

F ∗ = (I + αS + α2S2 + · · · )Y
= Y + αSY + αS(αSY ) + · · · (3)

From Equation 3, F ∗ can be regarded as the sum of in-
finite terms. The first term is the initial (keyword, weight)
pairs for each video, the second term is to spread the (key-
word, weight) pairs of each video to its neighbors, the third
term is to spread the pairs further, and so on. Parameter
α specifies the relative amount of the information from its
neighbors and its initial information. The spread process is
repeated until a global stable state is reached, and all the
videos have their own keywords and corresponding weights.
It is possible that a video receives dozens of keywords, but
in our experiments only the top K dominant words (with
high weights) would be reserved to represent the features
to speed the propagation of keywords. And the last key-
words in sorted keywords list with low weights are removed.
Therefore the weight of some important keywords will be
increased due to that the neighbors spread these keywords,
in contrast, some noisy keywords will be removed due to low
weight. Although F ∗ has a concise expression in Equation
2, for large scale problems, the iteration algorithm expressed
in Equation 3 is preferable in considering the computational
efficiency. In practice, however, we make some modifications
as follows.

First, it is not necessary to calculate all distances between
any pair of videos and ensure a totally connected graph.
Actually, videos with few keywords in common in different
class are far away in space, the graph constructed may con-

tains many strong connected components. Therefore, if two
videos are far away in space, keyword propagation seems
to bring no effect to change the top K dominant keywords
and their relative orders. That is to say, it does no harm to
performance if keywords coming last in the keyword rank-
ing list are removed, or even if no propagation is performed
for them. Consequently, it may lead to reducible matrices
W and S, which results in an iterative process that con-
verges slowly, or even a state of oscillation around a stable
dominant value.

Second, instead of the closed form without iterations, we
choose the iterative method stated in Equation 3 to work
out a final result. Although it is not necessarily equal to the
stable F ∗, we can get a satisfactory one by giving a constant
number of iterations or an acceptable error threshold as the
termination condition.

Third, an intuitive distance function incorporating time
and keyword information is defined to generate the matrix
W . Since it is a characteristic of news reporting that videos
about the same event come out in the form of a burst, only
those pairs that the creation time gap does not exceed a limit
(e.g., N days) are taken into consideration. Meanwhile, σ2

in step (2) of Algorithm 1 is described as a human-specified
parameter, thus we incorporate it into the distance metric
to reduce it. Given a weight threshold wd,

d(vi, vj) =
√
2σ/(wC(i, j) −wd) (4)

if the sum of the dot product of common keywords (C =
{t|t ∈ v1 ∩ v2}), wC(i, j), is larger than the given threshold
wd, otherwise d(vi, vj) = ∞.

5. TYPICAL APPLICATIONS
In this section we will explore three typical applications of

the keyword propagation framework proposed in preceding
section, i.e., topic detection and tracking, retrieval, and clas-
sification. We will evaluate the effectiveness of the proposed
model based on the experimental results over a Web news
videos dataset obtained from an online video-distributing
website, YouKu, which contains 2, 654, 473 news videos. For
any video, only the title, tags, and the creation time are uti-
lized. We will describe the experimental results and discuss
them in the following sections.

5.1 Topic Detection and Tracking

5.1.1 Story, Event, and Topich
In [11], the authors described the concept of story, event,

TDT and so on. TDT mainly process news streams (either
in the form of documents or of videos) and group news re-
ports into different events and topics. The basic units are
stories (More detail in [11]). Typically, a news document
text or a Web news video is treated as a single story, for
example, Figures 1(c) (Beijing Olympics) and 1(d) (China
National Day) can be treated as stories. An event identi-
fies something (non-trivial) happening in a certain place at
a certain time [28], and each event should contain one or
more stories that describe it. Obviously, all stories in an
event always are close in time and emerge in the form of a
burst. Finally, one or more directly related events form a
broad topic, and it is allowed that there are relatively long
time gaps between any two topically similar events. And
for simplicity, we say a topic is the super-unit of multiple
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time

story:

event:

topic:

Space Walk
 09/27/2008

09/25/2008 09/28/2008

09/2008, Shenzhou-711/1999, Shenzhou-5

Shenzhou-7

Figure 3: Shenzhou-Series Manned Spacecraft of
China

events, and an event is the super-unit of multiple stories.
As a good example, Figure 3 illustrates the three concepts.

News stories discussing the same event tend to be tempo-
rally proximate, thus instead of the whole collection, only
local events are selected to compare with the current story
to do New Event Detection, which is different from Topic
Tracking requiring to compare the new event with all his-
torical topics.

5.1.2 Procedure
As we mentioned in Section 5.1.1, an event contains one

or more stories close in time, and a topic contains several
events. Events are represented as keyword vectors defined
as the arithmetic average of keyword vectors of all stories
within them, and only the top K dominant keywords are
reserved for each event, so are the topics. Cosine similarity
in [26] is employed here to calculate the similarities between
any two units. Since the vectors are all normalized, it can
be formulated as:

similarity(u1, u2) =
∑

t∈u1∩u2

w(t, u1)×w(t, u2) (5)

The procedure of TDT for Web news videos is illustrated
in Figure 4. And we explain it more formally step by step
in the following:

1. Once a new video arrives (either an original video or an
enriched video), calculate the similarities between the
video and every event in the Event Candidate Queue.
If the similarity between the current video and the
most similar event is below a given threshold, it indi-
cates that the story is new and a new event is detected;
otherwise the video will be assigned to the event. With

Frozen

Active

Topic  Pool

        Event
     Candidate
        Queue

Video Stream

Figure 4: Procedure of Topic Detection and Track-
ing

regard to the former case, a new event will be cre-
ated and pushed into the queue, while in the latter
case, we re-calculate the representative keywords for
the updated event, and place it at the head of the
queue where it is recently activated.

2. Pop out the last event in the queue, and judge whether
it has been frozen for N days. If yes, it means no story
was assigned to the event through the past N days and
it is time to remove the event from the Event Candidate
Queue, and relate it to a historical topic.

3. Once an event needs to be assigned to a topic, we
calculate the similarities between the event and every
topic in the Topic Pool. Note that any event or topic
is represented as a keyword vector that has only K
dominant keywords, thus it is a trivial task to do the
real-time similarity calculation. If and only if the sim-
ilarity between the event and the most similar topic is
larger than the given threshold, it will be assigned to
the topic and the topic will be updated, otherwise, a
new topic will be generated and inserted into the Topic
Pool.

5.2 Video Retrieval
Information retrieval aims to find out some objects such as

Web pages, images, videos, which are hit by the keywords
within a submitted query, and to rank them in order to
put the most satisfactory one on the top of the result list.
Traditionally, video retrieval task is performed on the initial
keywords that come up with the titles, tags. But in this
paper, the manifold-based keyword propagation algorithm
is used here to enrich the keyword information and remove
noisy keywords for Web news videos, and we expect it to
work better than traditional baseline methods.
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In this experiment, we propose a retrieval problem for
Web news videos by selecting several query keywords ran-
domly and evaluating the performance improvements. We
implement our system as follows.

1. According to Section 4.2, we spread keywords itera-
tively until the keyword distribution converges to a
stable state. Although it is possible for a video to re-
ceive dozens of keywords, only the top K dominant
keywords are reserved while the last ones in the sorted
keywords list with low weights are considered as noisy
ones and removed.

2. Calculate the similarity value between the query vector
(keyword vector) and each video vector. And a result
ranking list is generated in descending order in terms
of both creation time and similarity relevance. In other
words, the higher similarity value is, the more relevant
with the video is.

Note that we employ cosine similarity to calculate the
similarity between a query and a news video as shown in
Equation 6. Specifically, given a submitted query q, it is
parsed into some text tokens which are considered to form
a keyword vector. According to the Eqation 6 we calculate
the similarity between the keyword vector of query q and
that of a video u.

similarity(q, u) =
∑

k∈q∩u

w(k, q)× w(k, u) (6)

Notice that notation k denotes the common words shared
by query keywords and video ones.

5.3 Classification
In this section we investigate the task of classification for

Web news videos. We select a dataset which contains three
categories, i.e., Shenzhou Series (Space Flight), World Cup
(Football), Moon Craft (Chang E). After keywords prop-
agation and noise removal, we obtain 2113 video vectors,
which are normalized into TF-IDF representation as shown
in Equation 1.

We explore two popular classification algorithms, KNN
and SVM, to handle the classification problem. For KNN
and SVM, we firstly do the same as we did in the retrieval
task, i.e., keywords propagation. However the following
steps in these two methods are not identical. For KNN,
we calculate the similarity between the test video and each
training video, and then a vote is taken by the most similar
K training videos, which assigns a label to the test video.
On the contrary, SVM predicts the label of the test videos
in a straightforward way.

The similarity between videos vi and vj is defined as Equa-
tion 5 indicates, and the K in KNN is set to 1. The width of
the RBF kernel for SVM is set to 5. The discriminating pro-
cess repeated several times (with different random samples
of training data) and more details are described in Section
6.

6. RESULTS AND DISCUSSIONS
The baseline methods are taken on the original keywords

of videos, and are compared with the enriched approaches
based on the keywords after propagation. Three applica-
tions, i.e., TDT, Retrieval and Classification, are explored
on the same algorithms but on different datasets.

Figure 5: The average number of keywords versus
Iteration number of the propagation algorithm.

Firstly, we compare the average number of keywords af-
ter propagation with that of the initial ones. As Figure 5
shows, the average keyword number of the initial videos is
6.5 (when iteration number is 0) while the average length
of keyword list of videos increases to 9 after propagation.
The average number of keywords added and removed are
2.9 and 0.4 respectively. This means that our method en-
riches information of news videos (by keyword propagation)
indeed. In fact, when we check the keyword list of videos
after propagation carefully, we find that the algorithm adds
some new topic-relevant keywords of videos and also removes
some noisy keywords. As the iteration process continues, the
average number of keywords increases gradually. Note that
the number of keywords would not increase after the itera-
tion number reaches 3, because the relative order of dom-
inant keywords gets stable and arrives at the termination
condition at this moment.

6.1 Topic Detection and Tracking
Since whether a video belongs to an event or an event is

relevant to a topic is subjective, we invite nine participants
to decide which event a story belongs to, and which topic
an event belongs to. Every final decision goes to the choice
proposed by the majority. Based on the procedure in Figure
4, we performed TDT for the original video stream (Baseline
for abbr.), and for the enriched video stream (Enriched for
abbr.), respectively. False Alarm (fa for abbr.), Miss, and
Precision measures [28, 20] are adopted for evaluation.

Firstly we do New Event Detection on 93, 003 videos that
all emerged in year 2007. Since it is not necessary to judge
whether any video in year 2007 belongs to a specified event,
we collected videos which emerged between the first story
and the last story of the current event, and evaluated the
effectiveness based on them. In Table 1 we list four bursty
events that have been detected. It demonstrates that the
proposed method outperforms, or at least be comparable
to, the baseline over all four events in terms of false alarm
and miss. Interestingly in Event 3, the baseline does well as
the enriched one since both fa and miss are zero in these two
methods, because there are so few videos belonging to this
event that it is in vain practically to propagate keywords.

Nevertheless, a topic spans long compared with a bursty
event, resulting in the inability to find every topic-relevant
video from the massive video stream. Since it is not difficult
for us to judge whether a video is relevant to a specified
topic, we only adopt precision to evaluate the task Topic
Tracking. Seven prominent topics are listed in Table 2 (“#”
denotes the number of videos within the topic). As the figure
indicates, the most significant improvement is for Topic 7,
and the least for Topic 6 is about 2.4%. As a result, the
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Event Dominant Keywords
Baseline Enriched

(enriched) miss fa miss fa

1
Womens’ World Cup,

16.7% 8.8% 5.3% 2.6%FIFA, China, Germany,
Marta, Brazil

2
North Korea, Nuclear

25.0% 4.9% 4.9% 3.8%Power, Threat, US,
Six-Party Talk

3
Virus, Nimaya, Safety,

0.0% 0.0% 0.0% 0.0%Spread, Internet

4
Shenzhou-7, Rocket

6.5% 0.0% 2.3% 0.0%Spacecraft, Test,
Astronauts

Table 1: Comparison of the Detected Events result
between the Baseline and the Enriched

overall precision measure increases sharply from 43.0% to
82.3%. In a word, the keyword propagation method helps
improve the effectiveness by a large margin in terms of both
the number of retrieved videos and the precision measure.

Topic Dominant Keywords
Baseline Enriched

# v p (%) # v p (%)

1
FIFA World Cup 2006,

301 64.2 356 81.8
Goals, Germany,

Italy,France, Zidane

2
Yao Ming, Rockets,

544 87.5 731 90.0
score, NBA, dunk,
McGrady, playoffs

3
Shenzhou Series,

117 72.3 142 87.6
Spacecraft, China,

Astronaut Yang,rocket

4
Palestine, Israel,

143 79.6 167 92.2
conflicts, suicide,

bomb, revenge, battle

5
Beijing, Olympics,

282 94.0 319 96.9
preparation, ticket,

stadium, torch bearer

6
Premier League,

317 89.6 346 91.9
ManUtd, Liverpool,
Chelsea, Arsenal

7
Iran, US, Bush,

270 43.0 331 72.3
Nuclear Plan, sanction,

Force, debate

Table 2: Comparison of the Detected Topics result
between the Baseline and the Enriched

More interestingly, we find out many videos get associated
with some new keywords after propagation, which were not
contained initially. For example, before spreading, a video
consisted of six keywords, i.e., NBA, Yao, Rocket, Star,
Game, Advertisement, but they become NBA, Yao, Rocket,
Star, Game, and Basketball. Obviously the keyword Bas-
ketball joins the keyword list, and such noisy keywords as
Advertisement have been filtered out, that does a great fa-
vor to detect the relevant event.

6.2 Video Retrieval
In this experiment, we use precision versus scope and re-

call versus scope curve to evaluate the performance of the
baseline method and the enriched one. Considering the ran-
domness of the selected query keywords, we ran 10 times
of ten different queries and recorded each result. Then we
computed the average of the results over all the 10 queries.

Firstly the initial retrieval is evaluated. The precision
(recall) versus scope curve is shown in Figure 6, where the
scope stands for the range of the top K retrieval results. In
order to perform a systematic evaluation, we varied the size
of dataset and compared the average precision (P20) and

Scope

P
re
ci
si
o
n

Precision versus Scope Curve

Enriched Method

Baseline Method

Scope

R
ec
al
l

Recall versus Scope Curve

Enriched Method

Baseline Method

Figure 6: Comparison of the retrieval result between
the Enriched method and the baseline method.
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Figure 7: Comparison of the retrieval result between
the Enriched method and the baseline method under
different size of data. 7(a) P20 versus the percentage
of data. 7(b) R20 versus the percentage of training
data.

recall (R20) of the top 20 retrieved videos of the enriched
method with those of the baseline one. The precision (recall)
versus the size of dataset is demonstrated in Figure 7. As the
figures indicate, our propagation method outperforms the
baseline method by a large margin. What is more important,
the improvement was still very significant even when only a
small number of videos were employed.

As mentioned in Section 6.1, we expect that the exam-
ple video without the keyword basketball would validate the
effectiveness of our method. Actually, it is exciting to find
that if we take basketball as the query, the example video
will be found out while we know the baseline method will
not.

6.3 Classification
We explored two classification algorithms, KNN and SVM,

to conduct our experiments. For KNN, we firstly calculated
the similarity between the test video and the training one,
selected the most similar video, and assigned its label to the
test one. In other words, the K was set to 1. For SVM,
we used keyword vectors with weight as input data, and se-
lected the RBF kernel as the kernel of SVM, which was set
to 5. The classifier was expected to predict the label of the
test data with three categories. The precision is utilized to
evaluate the performance and experimental result is shown
in Figure 8. We also change the size of training data and
compare the precision of these two methods. From the ex-
perimental results demonstrated in these two figures, it is
obvious that our method outperforms the baseline approach
significantly.
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Figure 8: Comparison of the classification result (precision versus the size of training data) between the
Enriched method and the baseline method.
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Figure 9: Classification precision versus parameter
α in our Enriched method.

6.4 Time complexity of propagation
A single iteration of propagation (cf. Section 4) consists

of a single matrix multiplication SF (t) which is an O(n2c)
operation, where n is the number of videos, c denotes the
size of keyword vector, and typically they are about sev-
eral thousand in the experiments. In our implementation,
the keyword distribution converges within a few iterations
ranging from 3 to 6, and it takes less than one minute in
a regular desktop computer. While for large scale datasets,
there are several advanced implementation techniques for
matrix multiplication, such as PowerMethod [19].

6.5 Parameter sensibility

6.5.1 α Parameters
The use of α in Equation 3 plays an important role in

balancing the initial distribution weight and propagation
weight. The value of α also has an impact on the perfor-
mance and speed of convergence. With α close to 1, the
keyword distribution relies almost entirely on the spreading
process. Based on our experimental comparisons in Figure
9, the best value for parameter α is 0.6, which is also close
to the empirical value in large-scale Web applications [16,
18].

6.5.2 Number of Iterations
The number of iterations is also important for the prop-

agation method, since it has an impact on the performance
and the speed of convergence. As the iteration number in-
creases to 3, the keyword distribution gets to a satisfactory
and stable state. According to the experimental compar-
isons in Figure 10, the best value for iteration number is
3, which also means that our method helps the distribution

Iteration Number

Pr
ec

is
io
n

Iteration In Classification

Iteration

Figure 10: Classification precision versus Iteration
number in our Enriched method.

converge to a stable one in a short period of time (less than
1 minute in these experiments).

7. CONCLUSION AND FUTURE WORK
In this paper we have introduced a manifold-based key-

word propagation algorithm for Web news videos, in order to
enrich the keyword information by adding new topic-relevant
keywords and filter out noisy keywords. Both text similarity
and temporal similarity are employed to explore the relation-
ship between any pair of videos and to construct the propa-
gation model. Three typical applications, i.e., Topic Detec-
tion and Tracking, Retrieval and Classification have been
explored in details on a Web news video dataset. Extensive
experimental results demonstrate the higher effectiveness of
keyword propagation model.

Nevertheless, there are still some issues that are not dis-
cussed in this paper. First, we suppose that there is a short
time gap between the time when the video’s story really took
place and the video’s creation time, however, it is actually
not the case. Thus our future work will focus on how to
automatically detect whether they are synchronized, or at
least lay in a relatively short period. Second, as the sizes
of datasets increase, the dimensions of matrix in propaga-
tion model will get much huge and the speed of convergence
gets lower. Therefore, to run our model in large-scale video
datasets will also be a challenge.

8. ACKNOWLEDGMENTS
This work was supported in part by National Basic Re-

search Program of China (973 Program) under Grant No.
2011CB302206, and National Natural Science Foundation
of China under Grant No. 60833003.

568



9. REFERENCES
[1] http://www.alexa.com/siteinfo/youku.com.
[2] http://www.itl.nist.gov/iad/mig/tests/tdt/.

[3] http://www.tudou.com.
[4] http://www.youku.com.
[5] http://www.youtube.com.
[6] http://youtubereport2009.com/category/youtube-statistics.
[7] J. Allan, R. Papka, and V. Lavrenko. On-line new event

detection and tracking. In SIGIR’98, pages 37–45, 1998.
[8] M. Belkin and P. Niyogi. Semi-supervised learning on

riemannian manifolds. In Machine Learning, volume 56,
pages 209–239, 2004.

[9] T. Brants, F. Chen, and A. Farahat. A system for new
event detection. In SIGIR ’03, pages 330–337, 2003.

[10] M. Connell, A. Feng, G. Kumaran, H. Raghavan, C. Shah,
and J. Allan. Umass at tdt 2004. In Working Notes of the
TDT-2004 Evaluation, 2004.

[11] A. Feng and J. Allan. Hierarchical topic detection in
tdt-2004. IR 389, University of Massachusetts, 2005.

[12] G. P. C. Fung, J. X. Yu, H. Liu, and P. S. Yu.
Time-dependent event hierarchy construction. In KDD ’07,
pages 300–309, 2007.

[13] J. He, M. Li, H. Zhang, H. Tong, and C. Zhang.
Manifold-ranking based image retrieval. In ACM
Multimedia, pages 9–16, 2004.

[14] W. H. Hsu and S.-F. Chang. Topic tracking across
broadcast news videos with visual duplicates and semantic
concepts. In ICIP, pages 141–144, 2006.

[15] W. H. Hsu, L. S. Kennedy, and S.-F. Chang. Video search
reranking through random walk over document-level
context graph. In ACM Multimedia, pages 971–980, 2007.

[16] S. D. Kamvar, T. H. Haveliwala, C. D. Manning, and G. H.
Golub. Extrapolation methods for accelerating pagerank
computations. In WWW, pages 261–270, 2003.

[17] L. S. Kennedy and S.-F. Chang. A reranking approach for
context-based concept fusion in video indexing and
retrieval. In CIVR, pages 333–340, 2007.

[18] A. N. Langville and C. D. Meyer. A survey of eigenvector
methods for web information retrieval. In SIAM Review,
volume 47, pages 135–161, 2005.

[19] J. J. Leader. Numerical Analysis and Scientific
Computation. Addison Wesley, 2004.

[20] L. Liu, L. Sun, Y. Rui, Y. Shi, and S. Yang. Web video
topic discovery and tracking via bipartite graph
reinforcement model. In WWW ’08, pages 1009–1018, 2008.

[21] G. Luo, R. Yan, and P. S. Yu. Real-time new event
detection for video streams. In CIKM ’08, pages 379–388,
2008.

[22] S. A. Macskassy and F. Provost. Classification in networked
data: A toolkit and a univariate case study. In Journal of
Machine Learning, volume 8,(May), pages 935–983, 2007.

[23] C. D. Meyer. Matrix Analysis and Applied Linear Algebra .
SIAM, February 2001.

[24] H. Tong, J. He, M. Li, W. Ma, H. Zhang, and C. Zhang.
Manifold-ranking based keyword propagation for image
retrieval. volume 21, pages 1–10 Special Issue on
Information Mining from Multimedia Database, 2006.

[25] D. Trieschnigg and W. Kraaij. TNO hierarchical topic
detection at TDT 2004. Technical report, 2004. TDT 2004
workshop notes.

[26] C. Wang, M. Zhang, S. Ma, and L. Ru. Automatic online
news issue construction in web environment. In WWW,
pages 457–466, 2008.

[27] F. Wang and C. Zhang. Label propagation through linear
neighborhoods. In Proceedings of the 23rd international
conference on Machine learning, pages 985–992, 2006.

[28] Y. Yang, J. Carbonell, R. Brown, T. Pierce, B. T.
Archibald, and X. Liu. Learning approaches for detecting
and tracking news events. IEEE Intelligent Systems,
14(4):32–43, 1999.

[29] Y. Yang, T. Pierce, and J. Carbonell. A study of
retrospective and on-line event detection. In SIGIR’98,
pages 28–36, 1998.

[30] Y. Zhai and M. Shah. Tracking news stories across different
sources. In ACM MM ’05, pages 2–10, 2005.

[31] D. Zhou, O. Bousquet, T. N. Lal, J. Weston, B. Schölkopf,
and B. S. Olkopf. Learning with local and global
consistency. In NIPS ’03, pages 321–328. MIT Press, 2003.

[32] D. Zhou, J. Weston, A. Gretton, O. Bousquet, and
B. Schölkopf. Ranking on data manifolds. In NIPS ’04.
MIT Press, 2004.

569



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Academy
    /AgencyFB-Bold
    /AgencyFB-Reg
    /Alba
    /AlbaMatter
    /AlbaSuper
    /Algerian
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialRoundedMTBold
    /ArialUnicodeMS
    /BabyKruffy
    /BaskOldFace
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BlackadderITC-Regular
    /BodoniMT
    /BodoniMTBlack
    /BodoniMTBlack-Italic
    /BodoniMT-Bold
    /BodoniMT-BoldItalic
    /BodoniMTCondensed
    /BodoniMTCondensed-Bold
    /BodoniMTCondensed-BoldItalic
    /BodoniMTCondensed-Italic
    /BodoniMT-Italic
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BradleyHandITC
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /CalisMTBol
    /CalistoMT
    /CalistoMT-BoldItalic
    /CalistoMT-Italic
    /Cambria
    /Cambria-Bold
    /Cambria-BoldItalic
    /Cambria-Italic
    /CambriaMath
    /Castellar
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chick
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CopperplateGothic-Bold
    /CopperplateGothic-Light
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /Croobie
    /CurlzMT
    /EdwardianScriptITC
    /Elephant-Italic
    /Elephant-Regular
    /EngraversMT
    /ErasITC-Bold
    /ErasITC-Demi
    /ErasITC-Light
    /ErasITC-Medium
    /EstrangeloEdessa
    /Fat
    /FelixTitlingMT
    /FootlightMTLight
    /ForteMT
    /FranklinGothic-Book
    /FranklinGothic-BookItalic
    /FranklinGothic-Demi
    /FranklinGothic-DemiCond
    /FranklinGothic-DemiItalic
    /FranklinGothic-Heavy
    /FranklinGothic-HeavyItalic
    /FranklinGothic-Medium
    /FranklinGothic-MediumCond
    /FranklinGothic-MediumItalic
    /FreestyleScript-Regular
    /FrenchScriptMT
    /Freshbot
    /Frosty
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Gigi-Regular
    /GillSansMT
    /GillSansMT-Bold
    /GillSansMT-BoldItalic
    /GillSansMT-Condensed
    /GillSansMT-ExtraCondensedBold
    /GillSansMT-Italic
    /GillSans-UltraBold
    /GillSans-UltraBoldCondensed
    /GlooGun
    /GloucesterMT-ExtraCondensed
    /GoudyOldStyleT-Bold
    /GoudyOldStyleT-Italic
    /GoudyOldStyleT-Regular
    /GoudyStout
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /ImprintMT-Shadow
    /InformalRoman-Regular
    /Jenkinsv20
    /Jenkinsv20Thik
    /Jokerman-Regular
    /Jokewood
    /JuiceITC-Regular
    /Karat
    /Kartika
    /KristenITC-Regular
    /KunstlerScript
    /Latha
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSans-Typewriter
    /LucidaSans-TypewriterBold
    /LucidaSans-TypewriterBoldOblique
    /LucidaSans-TypewriterOblique
    /LucidaSansUnicode
    /Magneto-Bold
    /MaiandraGD-Regular
    /Mangal-Regular
    /MaturaMTScriptCapitals
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MSOutlook
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /OCRAExtended
    /OldEnglishTextMT
    /Onyx
    /PalaceScriptMT
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Papyrus-Regular
    /Parchment-Regular
    /Perpetua
    /Perpetua-Bold
    /Perpetua-BoldItalic
    /Perpetua-Italic
    /PerpetuaTitlingMT-Bold
    /PerpetuaTitlingMT-Light
    /Playbill
    /Poornut
    /PoorRichard-Regular
    /Porkys
    /PorkysHeavy
    /Pristina-Regular
    /PussycatSassy
    /PussycatSnickers
    /Raavi
    /RageItalic
    /Ravie
    /Rockwell
    /Rockwell-Bold
    /Rockwell-BoldItalic
    /Rockwell-Condensed
    /Rockwell-CondensedBold
    /Rockwell-ExtraBold
    /Rockwell-Italic
    /ScriptMTBold
    /ShowcardGothic-Reg
    /Shruti
    /SnapITC-Regular
    /Square721BT-Roman
    /Stencil
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /TwCenMT-Bold
    /TwCenMT-BoldItalic
    /TwCenMT-Condensed
    /TwCenMT-CondensedBold
    /TwCenMT-CondensedExtraBold
    /TwCenMT-Italic
    /TwCenMT-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Vrinda
    /Webdings
    /WeltronUrban
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /PDFX1a:2003
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice




