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a b s t r a c t

Heterogeneous image transformation (HIT) plays an important role in both law enforcements and digital
entertainment. Some available popular transformation methods, like locally linear embedding based,
usually generate images with lower definition and blurred details mainly due to two defects: (1) these
approaches use a fixed number of nearest neighbors (NN) to model the transformation process, i.e.,
K-NN-based methods; (2) with overlapping areas averaged, the transformed image is approximately
equivalent to be filtered by a low pass filter, which filters the high frequency or detail information. These
drawbacks reduce the visual quality and the recognition rate across heterogeneous images. In order to
overcome these two disadvantages, a two step framework is constructed based on sparse feature selec-
tion (SFS) and support vector regression (SVR). In the proposed model, SFS selects nearest neighbors
adaptively based on sparse representation to implement an initial transformation, and subsequently
the SVR model is applied to estimate the lost high frequency information or detail information. Finally,
by linear superimposing these two parts, the ultimate transformed image is obtained. Extensive experi-
ments on both sketch-photo database and near infrared–visible image database illustrates the effective-
ness of the proposed heterogeneous image transformation method.

� 2012 Elsevier B.V. All rights reserved.
1. Introduction

In real world applications, there are diverse imaging modes and
correspondingly different image modalities for different purpose,
such as near infrared (NIR) image applied for illumination invariant
face recognition (Li et al., 2007), complicated sketch applied for law
enforcement or digital entertainment (Wang and Tang, 2009; Gao
et al., 2008a), thermal-infrared image applied for life detection, a
high resolution image reconstructed from one or more frames of
surveillance video which lies in a much lower resolution (Chang
et al., 2004; Gao et al., 2012; Zhang et al., 2011c, in press), and
so on. We call these different image modalities heterogeneous
images.

In some cases, available query image is in a different image
modality with the image gallery. Taking NIR images and sketches
for example, a photo of the suspect is not always available in many
scenarios which can be substituted by a sketch drawn from the
cooperation of an artist and eyewitnesses, and mug-shot neverthe-
less are always in a photo image modality; similar situations are
encountered in invariant illumination face recognition, since illu-
mination condition affects face recognition a lot but NIR image is
ll rights reserved.
not sensitive to illumination invariant. Recent research on hetero-
geneous image based face recognition (Tang and Wang, 2004; Gao
et al., 2008a; Chen et al., 2009) illustrated that conventional photo-
photo matching algorithms (Phillips et al., 2005; Zhao et al., 2003)
work poorly due to the great difference in appearance of heteroge-
neous images. One way to improve the face recognition perfor-
mance is to transform heterogeneous images into homogeneous
ones. Therefore, heterogeneous image transformation is crucial
for face recognition or face retrieval. Furthermore, heterogeneous
image transformation may favor to the development of other
applications, such as animation industry.

Recent research on heterogeneous image transformation focuses
on face sketch-photo synthesis and face synthesis between visible
images and near infrared images. Zhang et al. (2011a) proposed a
coupled information-theoretic encoding algorithm to extract com-
mon features to perform face recognition. Klar et al. (2011) trans-
formed photos and forensic sketches into features in the same
representation space and then carried out face recognition. Since
forensic sketches are drawn according to the description of eyewit-
nesses rather than a static photo image, it is of great difficulty to de-
sign effective approaches. Developments on sketch-photo synthesis
could be mainly grouped into two classes: linear methods (Li et al.,
2006; Tang and Wang, 2004) and nonlinear methods (Gao et al.,
2008b; Liu et al., 2005, 2007; Wang and Tang, 2009; Xiao et al.,
2009; Zhang et al., 2010). Tang and Wang proposed the eigen-trans-
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form algorithm utilizing the idea of principal component analysis.
Li et al. (2006) extended the eigen-transform to a hybrid space con-
sisting of sketch space and photo space. Since the mapping from
sketch to photo is not a simple linear relation, vice versa, these
two algorithms perform not very well, especially under the condi-
tion of including hair regions. Liu presented a locally linear embed-
ding (LLE) (Roweis and Saul, 2000) based face sketch synthesis
approach (Liu et al., 2005), with the idea of locally linear approxi-
mating global nonlinear. This method works at patch-level which
can depict much more detail information than the global scheme
like eigen-transform. Wang and Tang proposed a multi-scale Mar-
kov random field based face sketch-photo synthesis approach, with
every image as a Markov random field and each image patch as a
node (Wang and Tang, 2009). Then they extended this idea to the
lighting and pose variant face sketch-photo synthesis. Gao et al.
proposed some methods using embedded hidden Markov model
and selective ensemble strategy (Gao et al., 2008a,b; Xiao et al.,
2009). Chen et al. first used the transformation idea to perform het-
erogeneous face recognition between visible images and near infra-
red images (Chen et al., 2009). The above nonlinear face sketch-
photo synthesis methods (Gao et al., 2008b; Liu et al., 2005, 2007;
Wang and Tang, 2009; Xiao et al., 2009; Zhang et al., 2010) and
Chen’s method (Chen et al., 2009) share either one or both of the fol-
lowing two defects: (1) A fixed number of nearest neighbors (NN) is
used to model the transformation process, i.e., K-NN-based meth-
od; (2) With overlapping areas averaged, the transformed image
are approximately equivalent to be filtered by a low pass filter, los-
ing the high frequency or detail information. These two drawbacks
will result in low definition and blurring effect.

In order to overcome the above two disadvantages correspond-
ingly, a novel two-step framework is proposed. First, SFS is intro-
duced to sparsely select the fewest but closely related neighbors
to construct the model (Gao et al., in press). Then, SVR-based image
enhancement is to compensate the lost high frequency information.

The rest of this paper is organized as follows. Section 2 de-
scribes the SFS model. SVR based image enhancement is presented
in Section 3. Experimental results and analysis are given in Section
4 and Section 5 concludes the paper.

2. HIT based on sparse feature selection

2.1. Sparse feature selection (SFS)

Sparse representation of a signal could be described as decom-
posing a signal into products of an over-completed dictionary and
a coefficient vector with few nonzero entries. It can be mathemat-
ically formulated as

xoptimal ¼ arg min
x
kxk0 s:t:ky� Axk2 6 e; ð1Þ

where y 2 Rm is a signal, A 2 Rm�n is an over-completed dictionary,
and x 2 Rn is the coefficient vector. The fidelity term ky � Axk 6 e
constrains the energy of the noise no more than e. Since the prob-
lem in (1) is an NP-hard problem, it is difficult to solve directly.
Recent research (Donoho, 2006a,b) claimed that for most underde-
termined systems of linear equations, the minimal ‘1-norm solution
is also the sparest solution. Then Eq. (1) can be transformed into the
following optimal equation.

xoptimal ¼ arg min
x

kkxk1 þ ky� Axk2: ð2Þ

Conventional K-NN method finds K nearest neighbors under
Euclidean distance or other distance metrics. One defect of this
method is that the number of K nearest neighbors is fixed to a con-
stant which may be not appropriate in some cases in need of adap-
tively selecting neighbors. This can be easily understood by the
following example: if K = 6 and there are actually only 5 nearest
neighbors most related to the testing image patch, then K-NN based
method may still choose another image patch which is in fact a miss-
matched patch. For the proposed sparse feature selection (SFS), this
would be avoided because it will adaptively determine the number
of images patches to minimize the reconstruction error. Due to this
fact, this paper introduces a SFS method to find closely related
nearest neighbors adaptively based on our previous work (Gao
et al., in press). Supposing A is composed of some samples and y is
an input query example, by formula (2), we can obtain the corre-
sponding coefficient vector xoptimal. Then we can obtain the candidate
neighbors by selecting those samples whose corresponding coeffi-
cient’s absolute value is larger than a predefined threshold value r
(r is a small positive real number). Therefore, the closely related
nearest neighbors are found. One should be noticed that r should
be larger than zero in order to cancel out noises raised by small abso-
lute value coefficients near zero and some less related patches. The
similar idea has been explored by Ji et al. (2011). However, they pre-
served all sparse representation coefficients and lack a normaliza-
tion process while with a threshold r, we could control a proper
number of patches selected to synthesize the output image patch.

2.2. SFS-based HIT algorithm

For heterogeneous image transformation in this paper, y denotes
a probe image patch and A consists of columns of training image
patches. Here each image patch is concatenated into a column. Sub-
sequently we will use superscript 1 to denote an image modality and
superscript 2 to denote corresponding image modality. Given a
query image i1, it is first divided into M even patches with some over-
lapping, i.e., i1 ¼ fi1

1; i
1
2; . . . i1

Mg, where i1
j means the jth patch of image

i1. Let A1 denote a dictionary whose columns consist of patches sam-
pled from the image training set I1 and A2 indicates the dictionary
consisting of the image patches from training set I2 corresponding
to A1. Then the sparse representation of i1

j can be represented as

wj ¼ arg min
wj

kkwjk1 þ i1
j � A1wj

��� ���
2
; ð3Þ

where wj = (wj1,wj2, . . . wjn)T indicates the coefficient vector. We can
solve the above optimization problem for wj. Afterwards the neigh-
borhood of image patch i1

j is achieved according to the following
criterion.

N i1
j

� �
¼ fkjdðwjkÞ – 0;1 6 k 6 ng; ð4Þ

where N i1
j

� �
denotes the neighborhood for i1

j and d(�) is a neighbor
selection function.

dðwjkÞ ¼
wjk; jwjkjP r;
0; otherwise;

�
ð5Þ

where r is a small positive real number, which is set to 0.001 in our
experiments (it can be also set to a much larger value such as 0.01,
0.05, and so on, but better for not more than 0.1). Once the neigh-
borhood is determined, the weight for every neighbor in Nði1

j Þ is cal-
culated as follows.

Wjk ¼ dðwjkÞ=sumðdðwjÞÞ; ð6Þ

where sum(d(wj)) denotes the summation of d(wjk), 1 6 k 6 n and
Wjk is the weight of the kth neighbor to jth input image patch. Final-
ly, the corresponding initial estimate image patch i2

j can be synthe-
sized as follows.

i2
j ¼ A2wj: ð7Þ

For each patch in the query image i1, we iterate the above steps and
then fuse all these synthesized patches into a whole image i2 by
averaging the overlapping areas. The SFS-based HIT algorithm is
concluded as follows:
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SFS-based HIT algorithm

Input: heterogeneous image training pairs (sketch-photo
pairs or photo-near infrared image pairs), the query image

Output: the synthesized image corresponding to the input
image
Step 1: Divide each image (both training and query images)
into M patches with some overlapping;
Step 2: For j = 1:M
(1) Solve the sparse representation problem to obtain the

coefficient vector:
wj ¼ arg min
wj

kkwjk1 þ i1
j � A1wj

��� ���
2
:

(2) Select nearest neighbors according to the following
criteria:
Nði1
j Þ ¼ kjdðwjkÞ– 0;1 6 k 6 n

� �
; where dðwjkÞ

¼
wjk; jwjkjP r;
0; otherwise;

�

1 Chang C. and Lin C., LIBSVM: http://www.csie.ntu.edu.tw/�cjlin/libsvm.
(3) Normalize the weight vector: Wjk = d(wjk)/sum(d(wj))
(4) Synthesize the jth patch: i2

j ¼ A2wj;
End

Step 3: Fuse all M synthesized patches into a whole image
with overlapping regions averaged.

3. HIT based on SFS–SVR

3.1. Support vector regression (SVR)

Support vector machine (Vapnik, 1995) has been successfully
used in pattern recognition, and support vector regression (SVR)
as one of its variants has been attracted more attentions. It specif-
ically favors to the small-sample size problem with good general-
ization ability. A brief introduction to SVR (Vapnik, 1995) is given
as follows: Consider a set of training data

fðxi; yiÞjxi 2 Rn; yi 2 R; i ¼ 1; . . . ;Ng; ð8Þ

where xi is a sample from the input space Rn and yi is the corre-
sponding output (yi is the label of the input sample in classification
problem). The object of regression problem is to find a function to
minimize the deviation between f(x) and yi, 1, . . . ,N. Suppose that
f(x) takes the following form.

f ðxÞ ¼ w � /ðxÞ þ b; ð9Þ

where w 2 Rn; b 2 R, and / is a nonlinear function to transform x to
a high-dimensional space. One has to find the value of w and b to
minimize the regression risk error

min Eðw; bÞ ¼min C
XN

i¼0

Lðy; f ðxÞÞ þ 1
2
kwk2

( )
: ð10Þ

E(w,b) is the objective function of SVR model using Lagrange multi-
plier method. The term L(y,f(x)) takes the form

Lðy; f ðxÞÞ ¼
0; jy� f ðxÞj 6 e;
jy� f ðxÞj � e; jy� f ðxÞj > e:

�
ð11Þ

The optimization problem of Eq. (10) is convex and its optimal solu-
tion can be formulated as

f ðxÞ ¼
XN

i¼1

ai � a�i
� 	

ð/ðxiÞ � /ðxÞÞ þ b

¼
XN

i¼1

ai � a�i
� 	

Kðxi; xÞ þ b; ð12Þ
where K(�) is a kernel function, a and a⁄ are Lagrange multipliers. In
all our experiments, K(�) took the form of radial basis function (RBF).
For SVR implementation, we use LIBSVM1 and the default parame-
ters are utilized as in the software.

3.2. SFS–SVR-based HIT algorithm

In Section 2, we have introduced the proposed SFS method
which can adaptively select closely related nearest neighbors. Thus
SFS method may have some advantages over conventional K-NN-
based synthesis algorithm. However, the average process is just
like a low-pass filter which filters some high frequency crucial
for face recognition and other applications. Thus, in this subsection,
we will endeavor to compensate those lost high frequency. In our
previous work (Zhang et al., 2011b), we have used SVR to learn
the mapping relation of the high frequency information between
sketches and photos. And the experimental results illustrated the
powerful capacity of SVR. As a result, we will use SVR model to re-
gress the high frequency lost in the SFS synthesis process.

For SVR applied to high frequency synthesis, it consists of two
stages: training stage and regression stage as introduced in Section
3.1. In the training stage, the input of the SVR model is the mean va-
lue of patch intensity subtracted by patch intensity and the output
is the mean value of patch intensity subtracted by the central
intensity of the corresponding image patch. In the testing stage,
the input is extracted from the input image in the same way as in
the training stage and the output is expected to be the lost high fre-
quency. Fig. 1 gives the details about the input and output of the
SVR model.

The proposed method combining SFS and SVR is named after
SFS–SVR method. The framework is shown in Fig. 2 and SFS–SVR
method is summed up as follows:

SFS–SVR algorithm

Input: heterogeneous image training pairs (sketch-photo
pairs or photo-near infrared image pairs), the query image

Output: the synthesized image corresponding to the input
image

Phase 1 Generate the initial estimate i2
l (the subscript l

represents low and mid frequency)
Use the algorithm described in Section 2.2 to generate an

initial estimate i2
l ;

Phase 2 Synthesize the high frequency
Step 1: Extract features both from training image patches
and query image patches;
Step 2: Training.

Taking all extracted features to the SVR training function:

min Eðw; bÞ ¼min C
XN

i¼0

Lðy; f ðxÞÞ þ 1
2
kwk2

( )
;

L(y,f(x)) takes the form

Lðy; f ðxÞÞ ¼ 0; jy� f ðxÞj 6 e
jy� f ðxÞj � e; jy� f ðxÞj > e

�
. The final

regression function can be written as f ðxÞ ¼
PN

i¼1 ai � a�i
� 	

Kðxi; xÞ þ b where all parameters in this function can be
solved using training features.
Step 3: For j = 1: M

Input jth patch feature into the regression function to
obtain the output value:

(continued on next page)
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Fig. 2. Framework of proposed SFS–SVR method.
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Fig. 1. Input and output of SVR model: here the patch size is 3 � 3 as an example. The intensity of each patch is shown and denoted by a(t), b(t), . . . , i(t) (t = 1 or 2). It should be
noticed that the superscript 1 and 2 in the patches represents the image modality.
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f ðxÞ ¼
XN

i¼1

ai � a�i
� 	

Kðxi; xÞ þ b;

End

Step 4: Fuse M high frequency patch into a whole one i2h (the
subscript h denotes high frequency)

The final output i ¼ i2h þ i2
h

2 http://vis-:www.cs.umass.edu/�vidit/IndianFaceDatabase/2002.
4. Experimental results and analysis

We first introduce several databases used in our experiments:
CUHK student sketch-photo database (Tang and Wang, 2004;
Wang and Tang, 2009), VIPSL sketch-photo database (Gao et al.,
2011), visible–NIR image database. The CUHK student sketch-
photo database is constructed by Multimedia Lab of the Chinese
University of Hong Kong, consisting of 188 sketch-photo pairs.
The photos in CUHK student database are all taken in neutral
expression, frontal pose, from the same race and have the same
skin color. The VIPSL database is constructed by Video & Image Pro-
cessing System Laboratory of Xidian University, consisting of 200
photos and 1000 sketches drawn by 5 different artists with each
photo corresponding to 5 sketches. The photos therein come from
different benchmark face databases: FERET (Phillips et al., 1998,
2000), FRAV2D (Serrano et al., 2007), Indian Face database.2 The
associated people are from different area of the world and have dif-
ferent skin colors, so the VIPSL database is of much more challenge
than the CUHK student database. In our experiments, we only chose
200 sketches drawn by the same artist and corresponding 200 pho-
tos. The visible–NIR image database is composed of 100 visible–NIR
image pairs. Some experimental examples of these three databases
are shown in Fig. 3.

http://vis-www.cs.umass.edu/~vidit/IndianFaceDatabase/
http://vis-www.cs.umass.edu/~vidit/IndianFaceDatabase/


Fig. 3. Some heterogeneous image examples from different databases: (a) sketch-photo pairs from CUHK student database; (b,c) two sketch-photo pairs from VIPSL database;
(d) visible–NIR image pairs.
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4.1. Image transformation

In this subsection, we will compare several state-of-the-art
approaches (Liu et al., 2005; Gao et al., 2008; Xiao et al., 2009; Chen
et al., 2009) with the proposed method. For sketch-photo synthesis,
all sketches and photos are cropped into the size of 163 � 200 and
the patch size of 36 � 36 with 28 � 28 area overlapping. For visible
Fig. 4. Synthesized visible images and near infrared images. (a) Input images; (b) ground
(2009); (d) synthesized images using the proposed SFS method; (e) synthesized images
and near infrared images, the image size, patch size and overlap-
ping size are 64 � 80, 16 � 16, and 12 � 12 respectively. For the
CUHK student database, 88 sketch-photo pairs are used as the train-
ing set and the other 100 pairs as the testing set. For the VIPSL data-
base, 100 pairs serve as the training set and the testing set each. For
visible–NIR image database, we utilize the leave-one-out strategy
since there are only 95 image pairs. For methods in comparison,
truth corresponding to input images; (c) synthesized images using Chen’s methods
using the proposed SFS–SVR method.



Fig. 5. Synthesized sketches and photos. (a) input images; (b) synthesized images using Liu et al.’s method (2005); (c) synthesized sketches using Gao et al.’s method (2008)
and Synthesized photos using Xiao et al.’s method (2009); (d) synthesized images using the proposed SFS method; (e) synthesized images using the proposed SFS–SVR
method.
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the parameters are set as those in the corresponding literatures. In
order to reduce the time cost in testing phase, we utilize clustering
strategy before implementing SFS and SVR based image enhance-
ment. The K-means clustering method is used to cluster image
patches in SFS stage into 20 categories and cluster image feature
patches in SVR based image enhancement stage into 25 categories.
Then for the training phase, 20 SFS model and 25 SVR model are
constructed in corresponding category respectively. For testing



Table 1
VIF values of corresponding category of synthesized images.

Synthesized
images

Chen’s method
(2009)

Liu’s method
(2005)

Gao’s method
(2008)

Xiao’s method
(2009)

The proposed SFS
method

The proposed SFS–SVR
method

CUHK-sketch – 0.0921 0.0948 – 0.0956 0.0972
CUHK-photo – 0.1224 – 0.1306 0.1438 0.1447
VIPSL-sketch – 0.0547 0.0594 – 0.0584 0.0657
VIPSL-photo – 0.0881 – 0.1471 0.1538 0.1746
Synthesized

visible
0.1515 – – – 0.1714 0.1833

Synthesized NIR 0.2076 – – – 0.2247 0.2373

It should be noticed that ‘‘–’’ denotes that the method is not used to synthesize corresponding images.

Table 2
Face recognition results on CUHK student and VIPSL database (Eigenface performance
is in the parenthesis).

Recognition rate (%) LLE EHMM SFS SFS–SVR

CUHK sketch 100 (84) 100 (87) 100 (91) 100 (93)
VIPSL sketch 91 (47) 93 (47) 96 (42) 98 (51)
CUHK synthesized photos 100 (88) 100 (90) 100 (91) 100 (95)
VIPSL synthesized photos 86 (26) 90 (25) 91 (23) 95 (28)

Table 3
Face recognition results on visible–NIR image database (Eigenface performance is in
the parenthesis).

Recognition rate (%) LLE SFS SFS–SVR

Synthesized visible image 49.47 (31.58) 58.95 (27.37) 64.21 (32.63)
NIR image 53.68 (36.84) 61.05 (34.74) 69.47 (42.11)
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phase, the nearest category could be found in Euclidian distance for
each testing image patch or image feature patch. Then the standard
SFS process or SVR process can be implemented in this category.
Some synthesized images are shown in Figs. 4 and 5.

From Figs. 4 and 5, it can be found that the proposed SFS meth-
od achieve better results than most available approaches and the
enhanced SFS, SFS–SVR, can obtain even better performances from
a perceptual manner. The above methods in comparison used fixed
number of nearest neighbors to estimate the synthesized image
patch corresponding to the input image patch and then averaged
the overlapping area, which led to blurring effect and bringing in
some noise. The proposed SFS method adaptively selects the near-
est neighbors based on sparse representation and the proposed im-
age enhancement strategy based on SVR compensates the lost high
frequency information due to average.

4.2. Synthesized image quality assessment

In Section 4.1, we have illustrated the proposed method per-
formed better than other approaches from the subjective view.
This subsection will further illustrate the effectiveness of the pro-
posed method from the objective perspective using visual informa-
tion fidelity (VIF) (Sheikh and Bovik, 2006). VIF is one of the most
effective full reference image quality assessment metrics that
quantifies the information that is presented in the reference image
and how much of this reference information can be extracted from
the distorted image. In this paper, the reference image is the origi-
nal images either drawn by artist or taken by near infrared imaging
system or by generic color imaging system. The synthesized
images can be viewed as distorted images. The larger the VIF value,
the higher the synthesized image quality. Table 1 shows the mean
VIF values of corresponding category of synthesized images. The
largest scores are marked in bold values and the similar meaning
for bold values in the following tables.

From Table 1, though the value is small overall, the proposed
two methods scored larger than other state-of-the-art methods.
Specially, the proposed SFS–SVR achieved higher score than the
proposed SFS method, claiming that the image enhancement based
on SVR is effective.

4.3. Face recognition

Since face recognition is one of the most important applications
of heterogeneous image transformation, we can evaluate the
synthesized image quality in terms of the pattern recognition rate.
Recently, Wright et al., 2009 has proposed a sparse representation
classification algorithm (SRC) which worked well under well-con-
trolled condition (frontal pose, neutral expression) (2009). Here,
we will use this algorithm to illustrate the superiority of the pro-
posed method. Furthermore, in order to illustrate that not only
the sparse representation classification but also the proposed
transformation method favors to the performance of synthesized
face image recognition, we also employ the eigenface method
(Turk and Pentland, 1991) to conduct face recognition on the visi-
ble–NIR database and the experimental results are listed in the
parenthesis in Tables 2 and 3. The results are shown in Tables 2
and 3. In these two tables, ‘‘LLE’’ denotes Liu’s method (2005) for
sketch-photo synthesis and Chen’s method (2009) for visible–NIR
image transformation, and ‘‘EHMM’’ represents Gao’s method
(2008) for sketch synthesis and Xiao’s method for photo synthesis
(2009).

From Table 2, we can see that the face recognition rate on CUHK
student database is as high as 100 percent using SRC method. This
is due to the fact that the sketches and photos in this database are
simple in structure, i.e., all these photos are taken in the same
background and all people are yellow skin color. Therefore, it is
easy to learn the mapping function between them. However, since
VIPSL database is composed of photos taken in several different
backgrounds and in different skin colors, it is more difficult to per-
form face recognition than CUHK student database. Nevertheless,
the proposed SFS–SVR method can reach 95% for synthesized
photo based and 98% for sketch based face recognition, exceeding
current state-of-the-art method. In Chen’s paper (2009), the face
recognition rate can achieve a rate as high as 94.2% for homoge-
neous illumination because there are 6 images for each person in
database yet only one image in our experiment. Though the recog-
nition rate for visible and NIR image is low overall, the superiority
of the proposed SFS and SFS–SVR method can be seen from Table 3.
From the Tables 2 and 3, it can be found that the SRC performs
much better than eigenface while eigenface can still obtain consis-
tent tendency with SRC’s. This further verified the effectiveness of
the proposed heterogeneous image transformation method.
5. Conclusions

In this paper, we claimed that there existed two disadvantages
for most available heterogeneous image transformation methods:
(1) the number of nearest neighbors is fixed which incurs blurring
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effect or brings in noise; (2) some important detail information or
high frequency information loses due to average of overlapping
areas. We correspondingly proposed two strategies to overcome
or improve these two defects: SFS and SVR based image enhance-
ment. Extensive experimental results reveal a remarkable
improvement over LLE-based methods and other competing ap-
proaches. In future, we will discuss the effect of sketches drawn
by different artists and the heterogeneous image transformation
problem under different poses and views.
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